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Frontiers in Science and Engineering, an International Journal edited by Hassan II Academy of 
Science and Technology uses author-supplied PDFs for all online and print publication.

The objective of this electronic journal is to provide a platform of exchange of high quality 
research papers in science and engineering. Though it is rather of wide and broad spectrum, it is 
organized in a transparent and simple interactive manner so that readers can focus on their direct 
interest.

All papers are submitted to the normal peer-review process. Publication criteria are based on : i) 
Novelty of the problem or methodology and problem solving, ii) Salience of the approach and 
solution technique, iii) Technical correctness and outputs, iv) Clarity and organization.

Papers are first reviewed by the Executive Board Director who receives the paper and, if relevant 
in terms of the overall requirements, it is then proposed to one of the most appropriate associate 
editor on the field who will select 2 to 3 expert reviewers. We are right now in the process of com-
pleting our international Editorial Board. Electronic printing will allow considerable time savings 
for submission delays which will be reduced drastically to less than three to six months. Prospec-
tive authors are therefore invited to submit their contribution for assessment while subjected to 
similar quality criteria review used in paper journals.

Authors are notified of acceptance, need for revision or rejection of the paper. It may be noted that 
papers once rejected cannot be resubmitted. All the details concerning the submission process are 
described in another section.
This electronic journal is intended to provide :

• the announcement of significant new results,
• the state of the art or review articles for the development of science and technology,
• the publication of proceedings of the Academy or scientific events sponsored by the Aca-

demy,
• the publication of special thematic issues.

So that the scientific community can :
• promptly report their work to the scientific community,
• contribute to knowledge sharing and dissemination of new results.

The journal covers the established disciplines, interdisciplinary and emerging ones. Articles 
should be a contribution to fundamental and applied aspects, or original notes indicating a signi-
ficant discovery or a significant result.

The topics of this multidisciplinary journal covers amongst others :
Materials Science, Mathematics, Physics, Chemistry, Computer sciences, Energy, Earth Science, 
Biology, Biotechnology, Life Sciences, Medical Science, Agriculture, Geosciences, Environment, 
Water, Engineering and Complex Systems, Science education, Strategic and economic studies, 
and all related modeling, simulation and optimization issues, etc. ...

Once, a certain number of papers in a specific thematic, is reached, the Academy might edit a 
special paper issue in parallel to the electronic version.
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Propane oxidative dehydrogenation over unpromoted and Nb promoted NiO
loaded calcium-hydroxyapatite catalysts
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Abstract

Nickel loaded calcium-hydroxyapatite (xNi/CaHAp) and niobium promoted xNi/CaHAp

catalysts were synthesized and characterised by X-ray, FTIR, U.V-visible-NIR spectroscopies

and temperature programmed reduction (H2-TPR). X-ray diffraction patterns of xNi/CaHAp

showed that for nickel loadings above 5 wt.% Ni, diffraction lines belonging to bulk NiO start

to appear. The average size of those nickel oxide particles is equal to 16, 23, and 35 nm for x

= 10, 15 and 20 Wt.%, respectively. U.V-visible and TPR showed that the loaded nickel is

hosted by octahedral and pseudo-octahedral sites.

Calcium-hydroxyapatite loaded with different amounts of nickel and niobium promoted

xNi/CaHAp catalysts were tested in oxidative dehydrogenation propane (ODH). The best

performance was achieved with a nickel loading of x = 10%. The corresponding stationary

conversion of propane is equal to 22% with a propylene yield of 13%.

Addition of niobium to xNi/CaHAp decreases the global conversion but enhances the

propylene selective and the stability of the catalyst with time on stream. The best results were

obtained with 0.15 wt.% Nb. The propylene yield at stead state reaches 14% at 425°C.

Keywords: calcium-hydroxyapatite, nickel loaded hydroxyapatite, niobium-nickel loaded

hydroxyapatite, propane oxidative dehydrogenation.
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1. Introduction

The increasing demand of propylene and the numerous disadvantages of the actually

employed process (steam cracking of naphtha or propane) justify the intensive work carried

out in order to develop alternative ways for the production this gas (1-3). The high cost of

olefins has also prompted the development of new catalysts for oxidative dehydrogenation

(ODH) of propane into propylene. The oxygen in the reaction mixture favours the continuous

removal of carbon deposits from the catalyst surface, stabilizes the reaction rates over a wide

temperature range, and leads to the formation of water rather than hydrogen (4,5). Various

catalytic systems were investigated including molten alkali salts (6), bulk mixed metal oxides

(7-10), heteropolyacid catalysts and molecular sieve-based catalysts (11-15). It was observed

that propane is more reactive than methane and ethane. It can be oxidized at temperatures as

low as 300°C. Beside the oxidative dehydrogenation, the reaction between oxygen and

hydrocarbons produce oxygenated compounds or lead to total oxidation suggesting that the

selectivity to propylene usually remains moderate (16). In that perspective search for systems

promoting selectively oxidative dehydrogenation is a priority, particularly because the

conversions and the yields claimed in the literature do not seem to be encouraging for

industrial applications.

Phosphate-based catalysts were studied in many reaction types. Loaded with nickel,

chromium, iron or palladium, calcium-hydroxyapatite Ca10(PO4)6(OH)2 exhibits good activity

in methane oxidation and in direct synthesis of methyl isobutyl ketone (17-18). In ethane

ODH, cobalt exchanged (Co2+/Ca2+) hydroxyapatite Ca10-xCox(PO4)2(OH)2 showed an

ethylene yield of 22% at 550°C. This good performance was attributed to isolated Co2+ sites

on the apatite surface and to lattice oxygen mobility induced by cobalt incorporation in the

phosphate network. On the other hand, the performance of CaHAp as a carrier is essentially

due to its ion-exchange and basic properties (19,20).

Savary et al. have studied propane ODH over V-P-O/TiO2 at 400°C. They achieved a

conversion of 9% and a propylene selectivity of 56% (21). X. Zhang et al. reported that silver

doping of Mo-P-O enhances its catalytic performance because the number of active sites and

the reducibility of the catalyst were increased (22). The catalytic performance of Zr-P-O

catalysts in ethane ODH was improved by doping it with chromium. The observed

improvements were attributed to the modification of the redox properties of the catalysts (23).

It was also established that Mg-V-O is quite active in propane ODH (24). Aaddane et al.
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showed that Mg-Co-PO4 which has structural similarities with Mg-VO4 exhibits a good

behaviour in ethane and propane ODH (25).

Nickel oxide based catalysts were extensively studied in many processes, such as ODH

reactions and natural gas reforming (26-30). In ethane ODH, they exhibit as reported by X.

Zhang et al. very promising results (31-34). Promoted with niobium, nickel oxides Ni–Nb–O

exhibit high activity and selectivity (90%) in ethane ODH, resulting in an overall ethylene

yield of 46% at 400◦C (35-37). In an earlier report, it was shown that Ni loaded

hydroxyapatite is very efficient in methane dry reforming (17).

The present work is devoted to the study of the catalytic behaviour of nickel and niobium

loaded calcium-hydroxyapatite (CaHAP) in the propane ODH. The choice of the CaHAp as a

carrier was motivated by its basic properties. The selective ODH of light alkanes requires a

catalyst that ensures an easy desorption of the olefin molecule before it undergoes total

oxidation. Therefore, systems with low surface acidity but with basic properties should

display weak bonding with the olefin. FTIR, Diffuse reflectance spectroscopy and

Temperature Programmed Reduction were used in order to characterise the catalysts and

correlate their surface properties with the catalytic activity.

2. Experimental

2.1 Preparation of the catalysts

The CaHAP was prepared using an ammoniacal solution of (NH4)2HPO4 (7.92 g of

(NH4)2HPO4 in 100 mL of distilled water and 70 mL of ammoniac, 25%) was poured in a

second solution of calcium nitrates (23.6 g in 100 mL of ammoniac (20 ml, 25%)) while

stirring at 80°C. The pH was maintained at 9 during the mixing process. After the addition

(1h), the mixture was kept for 24h at 80°C. The recovered solid by filtration was washed with

hot water and dried in rotating oven at 120°C.

The nickel loaded hydroxyapatite xNi/CaHAp was synthesized utilising the conventional

impregnation method using nickel nitrates dissolved in ammonia in order to inhibit the

exchange ability of the calcium-hydroxyapatite. The recovered solid was dried at 120°C and

then calcined at 450°C under air.

The preparation of Nb modified xNi/CaHAp catalysts was carried out using a method that

prevents the precipitation of agglomeration of nickel nitrate with niobium oxalate before they

spread on the support. The solution of niobium was prepared by pouring one gram of hydrated

niobia (Nb2O5, nH2O) into 15 mL of warm distilled water and 20 mL H2O2 (30%) and adding

slowly to the mixture 10 mL of ammonia (25%). Portions of this solution of niobium were
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mixed with different amounts of ammoniacal solutions of nickel nitrates in order to get

different Nb/Ni ratios. The resulting mixtures were heated in reflux for 1h and then dried. The

resulting products were calcined successively at 300 and 450°C in air for 2 h. The samples

were named xNi(1-y)Nby/CaHAp, where x is the weight percentage of Ni and y the

incorporated niobium. The catalysts contain 1 to 20 wt.% of nickel and 0y.0.6 of niobium.

2.2 Characterization techniques

Chemical analyses of the catalysts were carried out using atomic absorption for calcium and

colorimetry for phosphorus. Nickel and niobium were determined by inductive coupling

plasma atomic emission spectroscopy (ICP-AES).

X-ray diffraction patterns were recorded with a Siemens D5000 high-resolution

diffractometer using Ni-filtered Cu K radiation. The data were collected at room

temperature with a 0.028 step size in 2θ, from 2θ = 20 to 60°. Crystalline phases were

identified by comparison with ICSD reference files.

The textural features and BET surface areas of the samples were determined by equilibrium

adsorption of N2 at 77 K with a micromeritics apparatus. The specific surface areas were

calculated by applying the BET equation.

FTIR transmission spectra were recorded between 400 and 4000 cm-1 at room temperature

on a Perkin-Elmer 1600 spectrometer using self-supporting disks of the samples diluted in

KBr. This technique is sensitive to the presence of carbonates and pyrophosphates in the

samples. It can therefore be used to provide information on the purity.

Diffuse reflectance spectra were recorded at room temperature between 190 and 2500 nm

on a Varian Cary 5E spectrometer equipped with a double monochromator and an integrating

sphere coated with polytetrafluoroethylene (PTFE). PTFE was also used as a reference.

Temperature programmed reduction (TPR) was chosen to study the Ni and the Ni-Nb

loaded CaHAp. This technique can provide valuable information on the location of nickel and

its interactions with the carrier. TPR profiles were recorded at atmospheric pressure using a

microreactor containing 0.030 g of catalyst and thermal conductivity detector (TCD) to

determine the consumption of H2 from a mixture of H2/Ar = 2.5/40 introduced in the reactor

at total flow rate equal to 42.5 cm3.min-1. The heating rate was chosen equal to 10°C.min-1.

2.3. Catalytic tests

The oxidative dehydrogenation of propane into propylene was carried out in a fixed bed U-

shaped reactor operated at atmospheric pressure. The apparatus and the conditions have been
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described elsewhere (17-20). In typical experiments, the micro-reactor containing 0.050 g of

the catalyst (particle size 120-180 m) was heated in a flow of synthetic air at 450°C. Then,

the catalyst was allowed to stabilize for about 1 h at the reaction temperature before the

introduction of the reaction mixture constituted by 3.6/1.8/91 vol.% of propane, oxygen and

nitrogen respectively. The total flow rate is 60 mL min-1. The reaction products were analyzed

by gas chromatography. The major products formed under these reaction conditions were

propylene, CO, CO2 and cracking products (methane, ethane, ethylene).

3. Results and discussion

3.1. Catalysts characterization

3.1.1 Chemical analysis and specific surface area

Table I reports specific surface areas of the samples calcined for 12 h at 450°C. The

hydroxyapatite exhibits a specific surface area similar to that previously measured in other

investigations (17-20). Addition of nickel and niobium to CaHAp does not modify

significantly the specific surface areas of the catalysts.

Table I

Chemical analysis and specific surface areas of the catalysts.

Catalysts S (m2/g) Ca (wt.%) P (wt.%) Ni (wt.%) Nb (wt.%) Ca/P
CaHAp 59 39.2 18.3 0 - 1.62
1.5Ni/CaHAp 52 38.9 18.4 1.2 - 1.63
2.5Ni /CaHAp 47 39.3 18.2 2.35 - 1.66
5Ni /CaHAp 48 39.1 18.5 4.94 - 1.63
10Ni /CaHAp 46 39.5 18.1 9.9 - 1.67
12.5Ni /CaHAp 47 39.6 18.3 12.3 - 1.66
15Ni /CaHAp 47 39.4 18.2 15.2 - 1.66
20Ni /CaHAp 50 39.2 18.2 20 - 1.67
10 Ni0.95Nb0.05CaHAp 51 39.0 18.2 - 0.05 1.66
10 Ni0.9Nb0.1CaHAp 60 39.2 18.3 - 0.1 1.67
10 Ni0.85Nb0.15CaHAp 60 39.4 18.1 - 0.15 1.67
10 Ni0.8Nb0.2CaHAp 61 39.3 18.2 - 0.2 1.67
10 Ni0.7Nb0.3CaHAp 63 39.1 18.1 - 0.3 1.67
10 Ni0.4Nb0.6CaHAp 64 39.2 18.1 - 0.6 1.67

The chemical analysis (Table I) of CaHAp and xNi/CaHAp shows that the Ca/P molar ratio

is between 1.61 and 1.67, indicating that the samples are slightly calcium deficient or in

agreement with the stoichiometric value of calcium-hydroxyapatite (Ca/P = 1.67). These low

variations of Ca/P confirm that the Ni2+/Ca2+ exchange is probably very small (17-20,38). In

fact, at the chosen impregnation pH = 9, the isoelectric point of the calcium hydroxyapatite is
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of about 6.5 and therefore, the exchange process cannot, in such conditions, completely take

place. On the other hand, the amounts of loaded nickel are quasi equal to those initially

introduced into the solutions.

3.1.2 X-ray analysis

The powder diffraction pattern of the support (Fig. 1) showed prominent peaks well

resolved which were all attributed to the hexagonal crystal structure of the hydroxyapatite

(JCPDS 09-0432) (17-20, 38).
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Fig. 1: XRD patterns of xNi/CaHAp.

The xNi/CaHAp samples containing less than 2.5 wt.% Ni showed only diffraction lines

belonging to calcium-hydroxyapatite, suggesting that the added nickel is amorphous and well-

dispersed on its surface (17-20). As the nickel loading is increased up to 5 wt.%, diffraction

lines belonging to bulk NiO start to appear at 2θ = 37.3, 43.3, 62.9° and become more intense

for 10 and 20 wt.% as the particles grow larger. Their size calculated using Scherrer’s

equation, increases with the amount of loaded nickel (39). Indeed, the average size of those

nickel oxide particles is equal to 16, 23, and 35 nm for x = 10, 15 and 20 respectively. It can

be noticed that in a previous work, particles of comparable size were observed using MET

measurements (17).

The diffraction patterns of 10Ni1-yNby/CaHAp (where 0y1) catalysts are similar to that

report on Fig. 1. When the ratio Nb/Ni is below 0.17, only diffraction lines corresponding to

NiO and Ca10(PO4)6(OH)2 are detected. The increase of the Nb/Ni ratio leads to the decrease

of the intensity of the peaks of NiO. No diffraction lines corresponding to niobium
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compounds were observed possibly because of the low amount of Nb incorporated in the

calcium-hydroxyapatite. It is also important to notice that to our knowledge no work on Nb

loaded calcium-hydroxyapatite was published; albeit, several publications have reported the

Ca2+ exchange with transition metal ions (40).

3.1.3 FTIR spectra

FTIR spectra of the catalysts show the typical bands of calcium-hydroxyapatite structure.

The 3
4PO groups are characterised by four vibrational modes: (i) the bands ν2 (ii) and ν3 at

1000–1200 cm−1 which both are assigned to asymmetric stretching (iii) ν1 absorption at 950–

960 cm−1 which is associated with symmetric stretching, and (iiii) the ν4 at 560–570 cm−1

which is due to asymmetric bending vibrations (17-20). The wide absorption band appearing

at 3400–3100 cm−1 is attributed to water present in the samples. The small and sharp band

located at 3670–3570 cm−1 is due to the stretching vibration modes of the OH- groups hosted

by the tunnels of the apatite framework. In the domain 1500–1400 cm−1 and at 875 cm−1,

appear the asymmetric stretching and bending mode out of plane due respectively to the

carbonates (CO3)
2- resulting from the atmospheric CO2 adsorbed by the apatite (17-20).
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Fig. 2: FT-IR spectra of CaHAp and xNi/CaHAp for (a) x = 0.5; (b) x = 1.25; (c) x = 2.5; (d)

x = 5; (e) x = 10; (f) x = 20.

Addition of nickel to CaHAp decreases the intensity of the band assigned to the hydroxyl

groups (3580 cm-1) located in the CaHAp channels but does not affect significantly the rest of

the spectra (Fig. 2). This decrease is probably due to the incorporation of a small amount of

Ni in the apatite network (20). A small band appears at 450 cm-1. Its intensity increases with
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the Ni loading. This band is due to the nickel oxide. Addition of different amounts of niobium

to 10Ni/CaHAp does not modify significantly the FTIR spectra. The only observed change is

the decrease of the intensity of the band at 450 cm-1 assigned to Ni oxide.

3.1.4 Diffuse reflectance spectroscopy

Diffuse reflectance spectroscopy was used to study the coordination and the symmetry of

nickel species dispersed on CaHAp. The Ni2+ ions (3d8) in octahedral surrounding exhibit a

spectrum (3F fundamental term and 3P excited term) that involves three spin allowed d-d

transitions appearing in the near infrared (NIR) and in the visible domain. These transitions

are usually located around 930-1660 nm for the 1 (3A2g 3T2g) transition, 570-1000 nm for

2 (3A2g 
3T1g) transition and 360-520 nm for 3 (3A2g 

3T1g (P)) transition. The values of

the crystal field parameters are generally small resulting in d-d transition bands displaying

low intensities (17).
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Fig. 3: DRS spectra of xNi/CaHAp for: (a) x = 0; (b) x = 0.5; (c) x = 1.25; (d) x = 2.5; (e) x =

5; (f) x = 10; (g) x = 20.

The spectrum of calcined CaHAp (Fig. 3a) displays: (i) in the NIR region several bands due

to free and bonded OH hydroxyls. The bands at 1385 nm and 1425 nm are attributed to 2(OH)

overtones and the bands at 1930 and 2220 nm to combinations of (OH) and (OH) (17-20); (ii)

in the UV-visible domain the band at 210 nm was assigned to O2-  Ca2+ charge transfer.

Figures 3b-3g show the spectra of Ni(x)/CaHAp. In NIR region they display numerous

bands due to the vibration modes of OH groups identical to those observed with CaHAp. In

the UV-visible region, the spectra exhibit beside the band at 210 nm due to O2- Ca2+ charge

transfers a second one centred on 285 nm attributed to O2-  Ni2+ charge transfers. The
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intensity of this band increases with the increase of Ni concentration in the samples. In the

visible domain, the bands located at 420 and 730 nm are due to the 3 and 2 transitions of

Ni2+ ions in an octahedral or pseudo-octahedral symmetry (17). The band appearing at 544 nm

might be associated with the existence of a second type of sites hosting Ni2+ ions in symmetry

lower to octahedral. The broad band appearing in the NIR (950 nm) is attributed to 1

transition. The increase of Ni concentration enhances the broadening of the band indicating

the formation of NiO on the surface of the phosphate.

The addition of niobium Ni(x)/CaHAp does not modify notably the spectra.

3.1.5 Temperature Programmed Reduction

The TPR profiles of the Ni(x)/CaHAp catalysts are shown in Fig. 4. They display only one

sharp and symmetric peak which was assigned to NiO reduction (Table II). No shift of the

maximum of the peak was observed when the Ni loading is increased. However, its intensity

increases progressively with the increase of nickel loading and the growth of NiO particles.

Previously, Boukha et al. have reported that the thermogram of Ni(x)/CaHAp exhibits above

550 °C two peaks attributed to the reduction of the Ni2+ ions exchanged with the Ca2+ ions in

the apatite matrix (17). The difference between the TPR results published by Boukha and

those presented here is due to used method for the preparation of the catalyst which minimises

the incorporation of Ni2+ ions in CaHAp framework.
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Fig. 4: Temperature Programmed Reduction profiles (H2-TPR) of xNi/CaHAp where x is: (a)

x = 1.25; (b) x = 2.5; (c) x = 5; (d) x = 10; (e) x = 20.
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Fig. 5 displays the TPR profiles of 10Ni1-yNby/CaHAp and shows that the incorporation of

Nb into 10Ni/CaHAp induces significant modifications of the thermogram. For y < 0.2, it

displays only one H2 uptake (Fig. 5a-d) which shifts slightly towards high temperatures as Nb

loading is increased (Table II). Normally, the incorporation of niobium in NiO should lower

the reduction temperature of the mixed oxide because Nb5+ ions weaken the Ni-O-Ni bonds.

The surprising increase the reduction temperature of 10Ni1-yNby/CaHAp especially at high

loadings can be ascribed to the increase of the interactions of the oxide with the support

brought by Nb5+ ions. For y  0.2, the TPR profiles become broad and exhibit two hydrogen

consumptions appearing at 403 and 481°C respectively. The second hydrogen uptake can

probably be assigned to the reduction of Nb5+ ions occupying more energetic sites on the

surface of the carrier.
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Fig. 5: Temperature Programmed Reduction profiles of 10Ni1-yNby/CaHAp with: (a) y = 0.05;

(b) y = 0.1; (c) y = 0.15; (d) y = 0.2; (e) y = 0.3; (f) y = 0.6.

The comparison of the calculated and the experimental amounts of hydrogen consumed

(H2Exp/H2Cal, Table II) suggests that niobium does not uptake any hydrogen until y  0.2

indicating that for y < 0.2 loadings there is no segregation between the two oxides (34-36).

However, the problem needs more precise investigations.
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Table II

Hydrogen consumption of the catalysts (H2-TPR).

Catalysts
Temperature

(°C)
Experimental H2

uptake (Mole g-1)
calculated H2

uptake (Mole g-1)
Ratio

H2Exp/H2Cal

1.25Ni/CaHAp 362 1.910-4 2.1.10-4 0.9
2.5Ni/CaHAp 370 4.4.10-4 4.210-4 1.0
5Ni/CaHAp 372 7.5.10-4 8.410-4 0.9
10Ni/CaHAp 371 1.710-3 1.610-3 1.0
20Ni/CaHAp 379 3.310-3 3.4 10-3 1.0
10Ni0.95Nb0.05/CaHAp 375 2.2.10-3 1.9 10-3 1.1
10Ni0.90Nb0.1/CaHAp 381 2.4.10-3 2.2 10-3 1.1
10Ni0.85Nb0.15/CaHAp 383 2.010-3 2.5 10-3 1.1
10Ni0.80Nb0.20/CaHAp 391 2.310-3 2.7 10-3 0.9
10Ni0.70Nb0.30/CaHAp 403

481
2.2.10-3

0.1.10-4 3.5 10-3 0.6

10Ni0.4Nb0.6/CaHAp 410
468

2.2.10-3

0.4.10-4 8.010-3 0.3

4. Catalytic activity

Prior to the tests, the catalysts were stabilized by a treatment under synthetic air at 450°C.

The reaction temperature was set at 425°C, because above 425°C, it leads exclusively to the

production of methane and COx accompanied by a strongly reduction of the catalyst. Figure 6

displays the propane conversion versus time on stream (TOS) over the Ni(x)/CaHAp

catalysts.
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Fig. 6: Propane conversion versus time on stream at 425 °C over xNi/CaHAp catalysts.

On pure hydroxyapatite (free of Ni) the propane conversion riches about 5%. A similar

conversion (5.9%) has recently been reported by S. Sugiyama et al. (41). Addition of Ni to
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CaHAp increases the stationary propane conversion up to 22% for a nickel loading x = 10%.

Above this concentration, the conversion decreases to around 16% for x = 20 wt.% Ni.
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Fig. 7: Propylene yield versus time on stream at 425°C on xNi/CaHAp catalysts where: (a)
x = 0; (b) x = 20; (c) x = 15; (d) x = 12; (e) x = 10; (f) x = 5; (g) x = 2.5; (h) x = 1.25.

Fig. 7 depicts the propylene yield versus time on stream over xNi/CaHAp catalysts. All the

samples showed before they reach a stationary state a declining propylene production. It is

important to signal that the decrease of the propylene yield is accompanied by an increase of

methane production. The results presented in Fig. 6 and 7 indicate that the catalytic activity of

CaHAp is strongly enhanced by nickel oxide and influenced by NiO particles size. The

optimal conversion is achieved with 10Ni/CaHAp.

Fig. 8 summarized the variations of propane conversion, propene yield and propene

selectivity, at steady state versus nickel content. The propane conversion and propylene yield

increase with the nickel load and reach a maximum for about 10 wt.% Ni before declining

(Fig. 8a and 8b). The propylene selectivity (Fig. 8c) displays similar variations but the

maximum appears around 2.5 wt.% Ni and is equal to 77%. The observed maxima in the

propane conversion and propylene yield are attributed to the modification of the nickel

particles size and to the changes of the support basicity. As a matter of fact, the incorporation

of nickel in the hydroxyapatite enhances its catalytic activity but concomitantly decreases its

basicity, as previously shown when loading it with transition metals (18,20). This competition

between the two parameters leads the observed maxima. Moreover, the increase of Ni content

above 10 wt% increases the agglomeration the Ni particles and subsequently decreases the
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amount of active sites. It is also commonly admitted that desorption of alkenes before their

transformation into carbon oxides in ODH reaction is easier when the used catalysts possess

basic sites. Corma et al. showed that the best conversion and selectivity of supported

vanadium oxide in propane ODH are achieved with basic metal oxides as carriers (MgO,

Bi2O3, La2O3 and Sm2O3) (42).
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Fig. 8: Propane conversion (a), propylene yield (b) and selectivity (c), versus nickel load over

xNi/CaHAp at 425°C.

For Ni loadings below 2.5 wt.% it is not excluded, despite the taken precautions during the

preparation of the catalysts, that a small fraction of nickel ions exchanges with calcium in the

hydroxyapatite structure. At loading higher than 5 wt.%, the surface of the support is covered

by islands of NiO particles in agreement with DRX results. It is important to underline that in

comparable conditions ethylene selectivity in ethane ODH is higher than that of propylene.

This difference is essentially attributed to the fact that propane is significantly more active at

lower temperatures than ethane (43).

A good method to improve the yield of propylene is to use additives. The metal oxide

modifiers adjust the active site characteristics and modify the reaction kinetics. Heracleous et

al. have investigated the effect of some additives on Ni/Al2O3 ethane ODH and concluded that

the introduction of niobium was the most beneficial for ethane ODH (35). To investigate the

influence of the Nb as a promoter of nickel loaded hydroxyapatite, 10Ni/CaHAp was selected

because of its high propane conversion.

The propane ODH over the 10Ni/CaHAp was significantly influenced by the presence of

niobium oxide. The variations of propane conversion and propylene yield at 425°C versus
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time on stream are displayed on Fig. 9 and 10. Nb containing samples are less active than the

10NiCaHAp but the presence of Nb prevents the decrease of the catalysts activity versus time

on stream (Fig. 10). The addition of Nb also increases slightly the propylene yield. The best

results are obtained with 0.15 wt.% Nb.
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Fig. 9: Propane conversion versus time on stream at 425°C over 10Ni1-yNby/CaHAp for (a)

y = 0.05; (b) y = 0.1; (c) y = 0.15; (d) y = 0.2; (e) y = 0.3; (f) y = 0.4.
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Fig. 10: Propylene yield versus time on stream at 425°C over 10Ni1-yNby/CaHAp for (a) y =

0.05; (b) y = 0.1; (c) y = 0.15; (d) y = 0.2; (e) y = 0.3; (f) y = 0.4.

Fig. 11 and 12 display the variations of propane conversion and propylene yield at

stationary state versus the reaction temperature. The propylene production increases with the
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reaction temperature. The best performance was recorded for y = 0.15 with a selectivity above

90% at 425°C.
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Fig. 11: Conversion versus Nb load at different reaction temperatures over

10Ni1-yNby/CaHAp: (a) 400°C; (b) 450°C; (c) 500°C.
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Fig. 12: Propylene yield versus Nb load at different reaction temperatures over

10Ni1-yNby/CaHAp: (a) 400°C; (b) 450°C; (c) 500°C.

It is well known that, in light alkanes ODH, the selectivity increases when the conversion

decreases. In the present case, introduction of niobium improved the selectivity by enhancing

the propylene yield as well as the stability of the catalysts. These results suggest that the effect

of niobium can be related to the modification of the strength of the oxygen bonded to the
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active sites. As a matter of fact, even if the reaction mechanism is not exactly of Mars and van

Krevelen type, the catalyst must able to activate oxygen in order to allow propane ODH.

Xinjie Zhang et al. in investigations carried out on ethane ODH over NiO/Al2O3 showed the

presence on the catalyst of two different kinds of active oxygen species (44). The more active

species transform ethane and ethylene into carbon dioxide while the less active ones convert

ethane only into ethylene. A similar effect might be produced by the addition of niobium to

10Ni/CaHAp. Its incorporation diminishes the strong oxidizing abilities of oxygen species. E.

Heracleous and A. A. Lemonidou also concluded that the introduction of Nb in NiO lattice by

either substitution of nickel atoms and/or filling of the cationic vacancies in the defective

nonstoichiometric NiO surface leads to a reduction of the electrophilic oxygen species (O−),

which are abundant on NiO and are responsible for the total oxidation of ethane to carbon

dioxide (36). In the case of propane, the trend is not clear, but the high valence metals may

influence the acid-base features of the surface. They probably also modify the oxygen

stoichiometry of NiO (36-37). Further evidence of the impact of niobium on the selectivity

was observed when several Nb/Ni ratios were synthesised by changing only the Nb content in

the catalysts. However, additional work is necessary in order to understand the enhancing

effect of Nb on the selectivity.

5. Conclusion

From the presented results the following conclusions might be drawn:

 In the Ni loaded CaHAp prepared by impregnation at pH = 9 and calcined in air, nickel is

present as (i) a small quantity of isolated Ni2+ ions in octahedral symmetry probably

exchanged with Ca2+ ions on the surface, (ii) amorphous NiO and large crystallised NiO

particles characterized by different techniques.

 Nb promoted 10Ni1-yNby/CaHAp catalysts were synthesized using a new method. TPR

(H2-TPR) profiles showed surprisingly an increase of the reduction temperature of the

promoted 10Ni/CaHAp, especially at high Nb loadings ascribed to the increase of the

interactions of the oxide with the support brought by Nb5+ ions.

 The two series of catalysts were tested propane ODH. The Propylene selectivity and the

catalyst stability were improved by Nb addition.
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Abstract. This article addresses the problem of spare parts identification and provisioning for
multi-component systems. A framework considering available technical, economical and strategic
information is presented. Mathematical models are proposed to determine, for each spare part,
the required quantity over a given planning horizon. The objective may be to maximize either
the reliability or the availability of the system. Analytical models are proposed to determine the
management parameters.

Key words: maintenance, spare parts, identification, inventory, optimization.

1. Introduction
When acquiring a system, one is often faced with the difficult question of identifying which of its
components may fail to operate on the horizon considered and for which spare parts stocks are to be
supplied. It should be noted that, contrary to standard parts, spare parts are designed for specific use
and they can be acquired only from the manufacturer of the system or its authorized representatives.
Their provisioning leadtime is generally long, if not often unknown. They cannot be resold easily.
Consumption is typically governed by a random process. These parts are, additionally, subject
to obsolescence and deterioration. Because they can be used to perform preventive replacement
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(planned replacement) or corrective replacement (random replacement), classical mathematical
models of inventory management [25] cannot be applied directly. Another dimension to consider
stems from the fact that some parts may be remanufactured, or simply repackaged to be used as
spares. Others can only be used once. First, we will deal with the latter category of parts and
then we will tackle the first category in a subsequent section. Inventory management of spare parts
is a strategic and economical issue for all organizations that operate equipment with operating
characteristics deteriorating with age and use. Interruption of service can have high economical
consequences. The unavailability of a component is certainly very detrimental both in terms of
cost and continuity of production or service [30]. On the other hand, maintaining a high stock of
spare parts can be expensive.
Section 2 of this article presents several decision tools for the identification of parts to be kept in
stock. Section 3 deals with the determination of the spare parts quantity required to achieve a pre-
determined performance for non-repairable systems. Section 4 proposes a mathematical model
to find the quantity of repairable spare parts required to maintain a certain level of service. A
conclusion of this work is presented in section 5.

2. Spare Parts Identification
In the absence of data and information to assess the degradation of a component and to estimate
the probability of failure over the economic life of the system, we rely generally on the manufac-
turer’s recommendations. Manufacturers have often provided a list of components to keep in stock
based on their own feedback, on data from accelerated testing conducted according to standard
procedures or from more sophisticated analysis of the failure modes of the main components. To
stay in business, equipment manufacturers are expected not only to meet the needs identified by
the client, but also to anticipate these needs and to demonstrate that the products and services of-
fered are equivalent if not superior to what is available on the market. Nowadays, customers may
claim information that could help them gain maximum advantage from the system being acquired.
More and more customers require their suppliers to provide them with lifetime and degradation
information, analysis of failure modes, effects and criticality (FMEA), etc. Having access to these
data, it becomes possible to identify components for which spare parts are to be kept. Thus, if the
lifetime density function fi(.) or the lifetime cumulative distribution function Fi(.) or the failure
rate hi(.) or the reliability function Ri(.) of component i is known, then spare parts are to be held
if

Fi(t) > F ∗

where F ∗ is the maximum failure risk the buyer (customer) is willing to accept during the mission
duration of the system being bought.

It is also possible to base the decision on the criticality index obtained from the FMEA/FMECA
of the system or by referring to similar equipment or on recommendations from internal or external
experts. Figure 1 presents a generic process for identifying components for which spare parts
are expected. For each equipment under consideration, all available data on lifetimes, repair
times, suppliers, lead-times, etc., are gathered. If partial or no information is available, then the

Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

2



21Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

C. Diallo et al. An Integrated Approach for Spare Parts Provisioning

Figure 1: The spare parts identification process.

Figure 2: Decision tree with filters.

decisions are based on the manufacturers’ recommendations or on information from owners of
similar equipment. When complete information is available, then the decision-maker chooses the
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criteria according to which the components will be evaluated to determine if they should be on
the list of spare parts. A list of potential criteria is given in figure 1. According to the criteria
retained, evaluation and final decision-making methods are to be selected next. Each component
of the equipment is then evaluated according to the criteria and a total score is obtained. A list
of potential methods is also provided in figure 1. A ranking of the components based on the final
scores gives an ordered list of potential spare parts. Once the preliminary list of spare parts is
established, it is subjected to filters to select the parts to hold in stock and those to be supplied as
needed. An example of decision tree with filters is depicted in figure 2. This tree takes into account
the cost of acquisition or production, repair costs, delays, whether there are early signs of failure
or not, and if the component is a standard part or not. A standard part is a generic mass-produced
part readily available at reasonable to low cost (e.g., seals, nuts and bolts, high replacement rate
parts). Selected components are then ranked in order of importance. This classification allows
to pay more attention to the components considered as being more important, especially if the
list of spare parts includes a large number of components and the resources available are limited
or scarce. Decision criteria most often used to justify that a spare part must be kept in stock to
serve as a replacement are: criticality, reliability, availability, impacts of failure, failure rate and
maintenance costs incurred in case of failure. In most cases, for simplicity or ignorance of the
analysis tools available, only one or two of these criteria are considered in the analysis. For many
organizations, the total cost of maintenance criterion is often the one used in the decision process.
For each component i, we calculate the critical ratio RGi by

RGi =
Indirect Costs
Direct Costs

For more details on the direct and indirect costs, please refer to reference [9]. Any component i
with RGi ratio greater than 1, is then kept in store as a spare.

The analysis of failure modes, their effects and criticality, is increasingly used in industry to
ensure sustainable use of assets. Each component is associated with a criticality index (C) obtained
by multiplying the severity index (S), the probability of occurrence of the adverse event (O) and
the difficulty of detecting it (D ) (see [12, 6, 36])

C = S ×O ×D

For a component subject to several failure modes, a criticality index Ck is defined for each
failure mode k (see [16]):

Ck = KA ·KE · αkp · βk · λp · T

where
A system or component whose criticality index exceeds a predetermined threshold will be

included in the list of potential spare parts.
In practice, the decision to store a part or not, may involve several criteria (costs, reliability,

frequency of failure, response time, etc.) In the event that more than three criteria must be con-
sidered, multicriteria decision-making methods (MCDM) or tools have to be used. Several studies
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Ck : criticality index for failure mode k
KA : failure rate adjustment factor to compensate for actual operating conditions
KE : failure rate adjustment factor to compensate for actual environmental conditions
αkp : proportion of failures of component p due to failure mode k
βk : conditional probability that failure mode k will cause the failure
λp : failure rate of component p
T : mission length

published in the literature have successfully used multicriteria methods for the identification and
classification of equipment and spare parts (for example see [18] and [8]). The same tools can
be adopted to generate a list of components to include in the priority list of potential replacement
parts. Braglia et al. [7] used the AHP multicriteria classification method to classify the parts ac-
cording to the impact of the failure, utilization, inventory problems and characteristics of parts.
Schärlig [32] [31], Roy and Bouyssou [29] propose extensive reviews of multicriteria methods.
Many computer programs and web sites offer the possibility of carrying out a multicriteria clas-
sification. Hammami [22] presents a very detailed review of computer programs dealing with
multicriteria decision support. Eisenhawer et al. [17] propose a method of approximate reasoning
based on fuzzy logic to establish a priority list of items to keep in stock for a nuclear facility. Once
the components to be considered as spare (replacement) parts are identified, one has to determine
the required quantities to be acquired during a given time period in order to achieve the expected
performance levels. The following section will discuss models and methods for calculating the
quantities of parts required during the economic life cycle of the system.

3. Determination of the required quantity of non-repairable
spares

For each component requiring spare parts, it is important to estimate the required amount of spares
needed throughout the economic life cycle of the equipment. To achieve this, one must estimate the
average number of replacements at failure and, where applicable, the average number of preventive
replacements. In this study, the data and information available will primarily be used to determine
the density function f(.), the distribution function F (.), the survivor function or reliability R(.),
the failure rate h(.) associated with the lifetime of the component under consideration. Figure 3
shows how field data is processed to obtain one of the four reliability characteristics. Knowledge
of any one of these four characteristics is sufficient to obtain the other three. Table 1 recalls the
relationships between these four functions.

For a component with lifetime density function f(t) and negligible replacement duration, the
average number of replacements at failure M(t), with replacements carried-out with new spare
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Figure 3: Field data processing diagram.

f(t) F (t) R(t) h(t)

f(t) –
∫ t

0
f(x)dx

∫∞
t

f(x)dx
f(t)∫∞

t
f(x)dx

F (t)
dF (t)

dt
– 1− F (t)

dF (t)

[1− F (t)]dt

R(t)
−dR(t)

dt
1−R(t) –

−dR(t)

R(t)dt

h(t) h(t).e−
∫ t
0 h(x)dx 1− e−

∫ t
0 h(x)dx e−

∫ t
0 h(x)dx –

Table 1: Basic reliability relationships.

parts during a mission of length t, satisfies the following fundamental renewal equation:

M(t) = F (t) +

∫ t

0

M(t− x)f(x)dx.

If F (i)(t) denotes the i–fold convolution of F (t) with itself, then

M(t) =
∞∑
i=1

F (i)(t).

If at failure the component is minimally repaired without affecting its failure rate h(t), then the
average number of failure during the time interval [0,t] is given by

M(t) =

∫ t

0

h(x)dx.
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When the repair or replacement durations are random, the average number of failures during
the time interval [0,t] is given by

M(t) =
∞∑
i=1

G(i)(t)

where G(i)(t) denotes the i–fold convolution of G(t) with itself, g(t) = dG(t)
dt

being the convolution
of the lifetime density function f(t) with the repair or replacement duration density function v(t)
such that

g(t) =

∫ t

0

f(t− x)v(x)dx.

Closed-form expressions for the renewal function M(t) are only known to a relatively short list
of distributions used in reliability and maintenance modeling, such as the Uniform, Exponential
and Erlang distributions. However, several numerical methods have been proposed to compute
M(t) (see [2, 24, 10]). Diallo and Aı̈t-Kadi [15] have proposed an approximation based on the
Dirac function to compute g(t) and M(t) when repair or replacement durations are not negligible.
Once M(t) is known, the average number n of spare parts required for the time interval [0,t[ is
obtained by rounding its value to the next integer:

n = �M(t)�.

For a component replaced at failure and after T units of time, according to the age replacement
policy (ARP), the upper bound of the expected number of spare parts na for a mission of length t
is given by [5]:

na =

⌈
t · [1−R(T )]∫ T

0
R(x)dx

⌉
.

If the component is replaced at failure or at predetermined instants kT (k = 1, 2, 3, · · · ) re-
gardless of its age and state, according to the block replacement policy (BRP), then the expected
number of spare parts nb for a mission of length t is given by [5]:

nb = �k [M(T ) + 1] +M(t− kT )�

with kT ≤ t < (k + 1)T .
For some applications, a spare part can be considered as a stand-by component in the reliability

point of view. The determination of the system reliability RS(t, n) for a stand-by structure with
n components allows to calculate the number of spares n to keep in stock to achieve a desired
predetermined reliability level R∗ for a given mission duration t . This is equivalent to finding the
smallest integer n∗ such that:

RS [t, n
∗(t)] ≥ R∗

∫ ∞

t

f [n∗(t)+1](x)dx ≥ R∗
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Figure 4: Computation procedure for determining the number of spare parts.

where f (i)(t) denotes the i-fold convolution of f(t) with itself. Once RS(t, n) is known the number
of spare parts to keep can be computed using a simple iterative algorithm from Aı̈t-Kadi et al. [1]
and depicted by figure 4.

Table 2 in Diallo et al. [13] gives the expressions of RS [t, n
∗(t)] for different configurations

of the problem. In the general case, when k components are in operation and (n − k) are kept in
stock, the expression of RS [t, n

∗(t)] becomes:

RS [t, n
∗(t)] = RS [t, n

∗(t), k]

where

RS [t, n
∗(t), k] = e−kλt

n−k∑
j=0

(kλt)j

j!
.

Note that the number of spare components can be calculated using a predetermined availability
value A∗. The approach is to find n∗(t) such that A[t, n ∗ (t)] ≥ A∗, where A[t, n ∗ (t)] is the
availability of a stand-by structure consisting of n∗(t) reserve components and one component in
operation. Diallo et al. [14] proposed a mathematical model for the maximization of the system’s
availability under joint preventive maintenance and spare parts provisioning strategy.

4. Determination of the required quantity of repairable spares
A failed component, according to its degradation state, is repaired and put back in a “as new
condition” or put in a state where it can resume operation. The acquisition cost of these repairable
components is generally high. If the repair is found to be not feasible for technical, economical or
other reasons, the failed component is sent to a recycling or disposal facility. The method based
on the stand-by structure presented in the previous section can also be used here to determine the
number of repairable components to use in a single system.

For a repairable component (as good as new) with failure rate h(t) = λ and repair rate µ(t) = µ,
the expression of RS [t, n

∗(t)] is given by

RS [t, n
∗(t)] = e−zt
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where

z =
(1− γ)2 γn∗(t)λ

1− γn∗(t)+1{1 + [n∗(t) + 1] (1− γ)}
and γ = λ/µ.

Inventory management of a fleet of repairable systems is much more complex than that of
standard nonrepairable components. This problem occurs mainly in mining facilities, fleet mainte-
nance, oil industry, civil aviation, military nuclear industry, etc. The complexity of the problem is
usually due to the randomness of the failures, the varying restoration times, the uncertainties about
the state of degradation of the component. Several analytical models, dealing with some variants of
the problem of inventory management for repairable components, were published in the literature.
Figure 5 presents, schematically, a configuration with two bases (operations centers) and a central
depot for the maintenance of components and systems. The objective is to determine systems and
components stock levels, at the bases and at the depot, in order to guarantee a given level of service
at minimum cost. Since the repairs take time and given that any non-availability of the systems
results in high costs, an inventory of systems in operational state is maintained at each base. Once
a failure occurs at a base, a replacement system is taken from the stock and is immediately put
in place to ensure continuity of service. The failed system is either repaired on site (at the base)
with a given probability or sent to the repair center at the depot with a certain shipment leadtime.
According to the level of degradation of the components, the repair can be undertaken or not. If
the repair is not possible, a new one is ordered. When the repair is possible, spare components
are used to carry-out the replacement. If replacement components are not available, an order is
immediately placed. After repair, the system is sent back to the originating base (decentralized
management) or kept in stock at the depot (centralized management). The repair time depends on
the availability of spare parts, the repair capacities and the workload in the repair shops.

For the problem illustrated above, consider that the fleet has N machines (systems) in opera-
tion. These systems are independent and identically distributed each with a failure rate λ(t) and a
repair rate µ(t). A stock of y spare systems is held. A repair shop, consisting of c parallel channels,
is used to repair systems that fail during operation. The production of goods or services is stopped
whenever a total of (N + y) systems have failed. Taylor and Jackson [35] were the first to apply
queueing theory to solve this spare parts provisioning problem. Several studies have subsequently
been devoted to the subject. These include, among others, the work done by Sherbrooke [33, 34]
and others such as [4, 23, 27, 28, 3, 11, 26]. Two cases are distinguished. In the first case, the
capacity of repair stations are assumed sufficient and therefore no waiting line is formed (see Sher-
brooke [33, 34] ). The modeling assumptions adopted lead to lower stocks than would be required
to achieve the specified level of service [3]. In the second case, finite repair capacity is assumed.
The analytical treatment becomes more complex as shown in [27, 3, 19] . A comprehensive review
of articles on inventory management of repairable systems is carried out by Guide and Srivastava
[21]. We will now present the model proposed by Gross et al. [19] to address the problem il-
lustrated in figure 5. This is a Markovian model for a single echelon repairman problem whose
transition diagram is shown in figure 6.

The number y of spare parts to keep in stock should allow to reach the service level NS defined
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Figure 5: Flow of parts in the two-echelon repairman problem.

Figure 6: Transition diagram of the repairman model.

as the probability of having at least one spare machine in stock.
Pi is the steady-state probability of having i failed machines awaiting repair or being repaired.

When the failure and repair rates are constant such that λ(t) = λ and µ(t) = µ, then the Pi are
given by Gross et al. [19]:

for c > y Pi =




N i

i!

(
λ

µ

)i

P0 for i = 1, · · · , y

NyN !

(N − i+ y)!i!

(
λ

µ

)i

P0 for i = y + 1, · · · , c− 1

N yN !

(N − i+ y)!ci−cc!

(
λ

µ

)i

P0 for i = c, · · · , y +N
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for c ≤ y Pi =





N i

i!

(
λ

µ

)i

P0 for i = 1, · · · , c− 1

N i

ci−cc!

(
λ

µ

)i

P0 for i = c, · · · , y − 1

N yN !

(N − i+ y)!ci−cc!

(
λ

µ

)i

P0 for i = y, · · · , y +N

The expression of P0 is given by

P0 =





[
1 +

c−1∑
i=1

N i

i!

(
λ
µ

)i

+

y∑
i=c

N i

ci−cc!

(
λ
µ

)i

+

y+N∑
i=y+1

NyN !
(N−i+y)!ci−cc!

(
λ
µ

)i
]−1

for c ≤ y

[
1 +

y−1∑
i=1

N i

i!

(
λ
µ

)i

+
c∑

i=y

N iN !
(N−i+y)!c!

(
λ
µ

)i

+

y+N∑
i=y+1

NyN !
(N−i+y)!ci−cc!

(
λ
µ

)i
]−1

for c > y

The source population (the fleet of machines+spares) is usually finite (N + y), therefore the
probability that a failure is about to occur when there are i broken machines in the repair shop is
given by Qi (see Gross et al. [19]):

Qi =





N · Pi

N −
∑y+N

i=y (i− y)Pi

for i = 0, · · · , y − 1

(N − i+ y) · Pi

N −
∑y+N

i=y (i− y)Pi

for i = y, · · · , y +N

Once the Qi are known, it suffices to find the smallest integer y such that

y−1∑
i=0

Qi ≥ NS

Logistical delays are not taken into account by this model. Moreover, the assumption that fail-
ure and repair rates are constant, sometimes causes decision-makers to question the validity of the
results obtained by this model. Gross [20] studied the sensitivity of the model to the exponentiality
assumption and derived easy rules of thumb to estimate the error induced by such a hypothesis.
Kim et al. [27] present an algorithm to determine the level of the stock of spare parts required in
the different bases in a two-tier system with a central depot. Note that in their model, the depot
does not have a stock of spare parts. It only carries out repairs. The authors propose a mathemati-
cal model to minimize the average total cost of inventory management while satisfying a minimum
service level. They also use the results of queueing theory to determine the probability of shortages
and the likelihood of excess inventory. Logistical delays are included in their model.

Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

11



30 Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

C. Diallo et al. An Integrated Approach for Spare Parts Provisioning

5. Conclusion
An integrated approach for the identification and management of spare parts has been proposed.
We have described a methodology for the identification of components for which replacement parts
must be kept. For each spare part, analytical models are presented for determining the quantities
required over a given operating horizon. Models of inventory management were then proposed
for repairable systems. Several factors that affect system performance such that the replenishment
leadtime and random demand are taken into account in the mathematical models presented.
Because the machines and their operating environment tend to change over time, it is wise to
frequently update the management parameters and decision variables to take into account any
technological, economical and strategic change. It should also be worthwhile to implement proper
maintenance procedures and monitoring of spare parts when they are stored for long periods of
time by an appropriate control of their environment (moisture control, greasing, repositioning).
Future research work should focus on the determination of inventory levels at bases and depot
levels when risk-pooling initiatives are possible and lateral transshipments allowed. Setting of
inventory levels of repairable spare parts also called “rotables” in some industries will be stud-
ied when scheduled inspections create random and deterministic demand on top of the demand
generated by random failures.
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Abstract. The purpose of this research is to develop a simulation method for two-phase flows using
shallow water equations. The hydraulics is modeled by the two-dimensional shallow water flows
with variable horizontal density. The variation of density in the water flows can be attributed to
the variation of thermal and salinity properties of the water. As an example of two-phase shallow
water flows is the inclusion of the salty water from the sea into the fresh water of a river. Driving
force of the phase separation and the mixing is the gradient of the density. For the numerical so-
lution procedure we propose a non-homogeneous Riemann solver in the finite volume framework.
The proposed method consists of a predictor stage for the discretization of gradient terms and a
corrector stage for the treatment of source terms. The gradient fluxes are discretized using a mod-
ified Roe’s scheme using the sign of the Jacobian matrix in the coupled system. A well-balanced
discretization is used for the treatment of source terms. The efficiency of the solver is evaluated by
several test problems for two-phase shallow water flows. The numerical results demonstrate high
resolution of the proposed non-homogeneous Riemann solver and confirm its capability to pro-
vide accurate simulations for two-phase shallow water equations under flow regimes with strong
shocks.

Key words: Shallow water equations; variable density; finite volume method; unstructured grids;
two-phase flows.

1. Introduction
Mathematical modelling of two-phase shallow water flows is based on the formulation and solu-
tion of the appropriate equations of continuity and motion of water height and density. In general,
hydrodynamical flows represent a three-dimensional turbulent Newtonian flow in complicated ge-
ometrical domains. The costs of incorporating three-dimensional data in natural water courses
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is often excessively high. Computational efforts needed to simulate three-dimensional turbulent
flows can also be significant. In view of such considerations, many researchers have tended to
use rational approximations in order to develop two-dimensional hydrodynamical models for wa-
ter flows. Indeed, under the influence of gravity, many free-surface water flows can be modelled
by the shallow water equations with the assumption that the vertical scale is much smaller than
any typical horizontal scale. These equations can be derived from the depth-averaged incompress-
ible Navier-Stokes equations using appropriate free-surface and boundary conditions along with a
hydrostatic pressure assumption. The shallow water equations in depth-averaged form have been
successfully applied to many engineering problems and their application fields include a wide
spectrum of phenomena other than water waves. For instance, the shallow water equations have
applications in environmental and hydraulic engineering such as tidal flows in an estuary or coastal
regions, rivers, reservoir and open channel flows, see [16, 14, 13, 12, 10] among others. In general,
two-phase shallow water flows are determined by the characteristics of the hydraulic flow and the
properties of the suspended sediments. Thus, dynamics of the water and dynamics of the sedi-
ments must be studied using a mathematical model made of three different but dependent model
variables: (i) a hydraulic variable defining the dynamics of the water flow, (ii) a sediment variable
defining the transport and dispersion of the sediments and (iii) a state equation for the density to
close the system. The model presented in this study includes the shallow water equations for the
flow, conservation of sediment concentration, and state equation for updating the water density.
Similar coupled sediment transport with surface water flow models have been developed in [8, 9]
and the references therein. The governing equations form a two-dimensional nonlinear system of
hyperbolic conservation laws with source terms. Such practical coupled hydrodynamical and sed-
iment problems are not trivial to simulate since the geometry can be complex and the topography
irregular.

The main concern of the two-phase shallow water flows is to determine the evolution of wa-
ter free-surface and density for hydrodynamics systems such as rivers, estuaries, bays and other
nearshore regions where water flows interact at an interface separating two bodies of water with
different densities. Example of applications include among others, water interaction at the river-sea
junctions, beach profile changes due to severe wave climates, water free-surface response to tem-
perature or salinity variations, and harbour siltation. The ability to design numerical methods able
to predict the hydraulics evolution of the coastal flows has a clear mathematical and engineering
relevances. In practice, two-phase shallow water flows involve coupling between a hydrodynamics
model, which provides a description of the flow field leading to a specification of local suspendent
sediment rates, and an equation for the water density which expresses the conservative balance of
suspendent sediment volume and its continual redistribution with time. Here, the hydrodynamic
model is described by the shallow water equations and the suspended sediment transport is mod-
elled by an advection equation accounting for density effects. The coupled models form a hyper-
bolic system of conservation laws with a source term. Nowadays, much effort has been devoted to
develop numerical schemes for hydraulics models able to resolve all hydrodynamics and sediment
scales. In the current study, a class of finite volume methods is proposed for numerical simulation
of transient flows involving density variations. The method consists of a predictor stage where the
numerical fluxes are constructed and a corrector stage to recover the conservation equations. The
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sign matrix of the Jacobian matrix is used in the reconstruction of the numerical fluxes. Most of
these techniques have been recently investigated in [1, 2, 3, 4, 6] for solving single-phase shallow
water models without accounting for density variation. The current study presents an extension of
this method to transient flows involving density variation in the water flows. A detailed formula-
tion of the sign matrix and the numerical fluxes is presented. The proposed method also satisfies
the property of well-balancing flux-gradient and source-term in the system. Numerical results will
be shown for several two-phase shallow water flow problems.

The organization of this paper is as follows. In section 2. we present the governing equations
for two-dimensional shallow water equations with horizontal variable density. The finite volume
method is formulated in section 3.. This section includes both the discretization of gradient fluxes
and treatment of source terms. Section 4. contains numerical results and applications. Conclusions
are summarized in section 5.

2. Equations for Two-phase Shallow Water Flows
In the current study, the governing equations represent depth-averaged mass and momentum con-
servation of a water-species mixture, and mass conservation of the species in horizontal or/and
vertical directions. These equations consist of the conservation of mass and momentum balance

∂(ρ1h)

∂t
+

∂

∂x
(ρ1hu) +

∂

∂y
(ρ1hv) = R,

∂

∂t
(ρ1hu) +

∂

∂x

(
ρ1hu2 +

1

2
gρ1h

2

)
+

∂

∂y
(ρ1huv) = −gρ1h

∂Z

∂x
− Ωρ1hv − τbx + τwx −

ν

(
∂2

∂x2
(ρ1hu) +

∂2

∂y2
(ρ1hu)

)
, (2.1)

∂

∂t
(ρ1hv) +

∂

∂x
(ρ1huv) +

∂

∂y

(
ρ1hv2 +

1

2
gρ1h

2

)
= −gρ1h

∂Z

∂y
+ Ωρ1hu − τby + τwy −

ν

(
∂2

∂x2
(ρ1hv) +

∂2

∂y2
(ρ1hv)

)
,

for the first water body and

∂(ρ2h)

∂t
+

∂

∂x
(ρ2hu) +

∂

∂y
(ρ2hv) = R,

∂

∂t
(ρ2hu) +

∂

∂x

(
ρ2hu2 +

1

2
gρ2h

2

)
+

∂

∂y
(ρ2huv) = −gρ2h

∂Z

∂x
− Ωρ2hv − τbx + τwx −

ν

(
∂2

∂x2
(ρ2hu) +

∂2

∂y2
(ρ2hu)

)
, (2.2)

∂

∂t
(ρ2hv) +

∂

∂x
(ρ2huv) +

∂

∂y

(
ρ2hv2 +

1

2
gρ2h

2

)
= −gρ2h

∂Z

∂y
+ Ωρ2hu − τby + τwy −

ν

(
∂2

∂x2
(ρ2hv) +

∂2

∂y2
(ρ2hv)

)
,
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Figure 1: Sketch of a domain for two-dimensional shallow water flows.

for the second water body. Here, t is the time variable, x = (x, y)T the space coordinates,
u = (u, v)T the depth-averaged water velocity, h the water depth, Z the bottom topography, g
the gravitational acceleration, ρ1 and ρ2 the water density of the two water flows, ν the water
viscosity, R the source term due to rainfall, Ω the Coriolis parameter defined by Ω = 2ω sin φ,
with ω = 0.000073 rad s−1 is the angular velocity of the earth and φ is the geographic latitude,
see Figure 1 for an illustration. For a constant density, the above equations reduce to the standard
shallow water equations widely used in the literature, see [?, ?] among others. In the current
work, we assume that the density depends on space and time variables, i.e., ρ = ρ(x, y, t). For a
two-phase system as shown in Figure 1, the density is given as

ρ(x, y, t) =





ρ1, if (x, y) ∈ Ω1,

ρ2, if (x, y) ∈ Ω2.

∂(ρh)

∂t
+

∂

∂x
(ρhu) +

∂

∂y
(ρhv) = R,

∂

∂t
(ρhu) +

∂

∂x

(
ρhu2 +

1

2
gρh2

)
+

∂

∂y
(ρhuv) = −gρh

∂Z

∂x
− Ωρhv − τbx + τwx −

ν

(
∂2

∂x2
(ρhu) +

∂2

∂y2
(ρhu)

)
, (2.3)

∂

∂t
(ρhv) +

∂

∂x
(ρhuv) +

∂

∂y

(
ρhv2 +

1

2
gρh2

)
= −gρh

∂Z

∂y
+ Ωρhu − τby + τwy −

ν

(
∂2

∂x2
(ρhv) +

∂2

∂y2
(ρhv)

)
,
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For the time evolution of the density, the equation used to close the system is given by

ρ = ρw(1 − c) + ρsc, (2.4)

where ρs is the sediment density and c is the depth-averaged concentration of the suspended sedi-
ment. The equation for mass conservation of species is modeled by

∂

∂t
(ρshc) +

∂

∂x
(ρshuc) +

∂

∂y
(ρshvc) = S − κ

(
∂2

∂x2
(ρshc) +

∂2

∂y2
(ρshc)

)
, (2.5)

where κ is the sediment viscosity and S is a source/sink term. In (2.3), τbx and τby are the bed shear
stress in the x- and y-direction, respectively, defined by the depth-averaged velocities as

τbx = ρCbu
√

u2 + v2, τby = ρCbv
√

u2 + v2, (2.6)

where Cb is the bed friction coefficient. The surface stress τw is usually originated by the shear of
the blowing wind and is expressed as a quadratic function of the wind velocity,

τwx = ρCwwx

√
w2

x + w2
y, τby = ρCwwy

√
w2

x + w2
y, (2.7)

with Cw is the coefficient of wind friction and w = (wx, wy)
T is the velocity of wind at 10 m

above water surface.
For simplicity in the presentation, let us rewrite the equations (2.3) and (2.5) in the following

vector form

∂W

∂t
+

∂

∂x

(
F(W) − F̃(W)

)
+

∂

∂y

(
G(W) − G̃(W)

)
= S(W) + Q(W), (2.8)

where W is the vector of conserved variables, F and G are the physical fluxes in x- and y-direction,
F̃ and G̃ are the diffusion fluxes, S and Q are the source terms. These variables are defined as

W =




ρh

ρhu

ρhv

ρshc




, F(W) =




ρhu

ρhu2 +
1

2
gρh2

ρhuv

ρshuc




, G(W) =




ρhv

ρhuv

ρhv2 +
1

2
gρh2

ρshvc




,

F̃(W) =




0

ν
∂

∂x
(ρhu)

ν
∂

∂x
(ρhv)

κ
∂

∂x
(ρshc)




, G̃(W) =




0

ν
∂

∂y
(ρhu)

ν
∂

∂y
(ρhv)

κ
∂

∂y
(ρshc)




,
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Figure 2: Generic control volumes and notations.

S(W) =




0

−gρh
∂Z

∂x

−gρh
∂Z

∂y

0




, Q(W) =




R

−Ωρhv − τbx + τwx

Ωρhu − τby + τwy

S




.

Note that the equations (2.8) has to be solved in a bounded spatial domain D with smooth boundary
∂D, equipped with given boundary and initial conditions. In practice, these conditions are problem
dependent and their discussion is postponed for section 4. where numerical examples are discussed.

3. Unstructured Non Homogeneous Riemann Solver
The governing equations (2.8) are formulated in Cartesian coordinates and will be discretized into
the unstructured grids by the finite volume method. The unstructured grids are polygons and the
number of edges of the grids is not limited in theory, but only triangular grids are considered in
the current study. Hence, we divide the time interval into sub-intervals [tn, tn+1] with stepsize ∆t
and discretize the spatial domain in conforming triangular elements Ti. Each triangle represents a
control volume and the variables are located at the geometric centres of the cells. Hence, using the
control volume depicted in the left plot of Figure 2, a finite volume discretization of (2.8) yields

Wn+1
i = Wn

i − ∆t

|Ti|
∑

j∈N(i)

∫

Γij

F(Wn;n) dσ +
∆t

|Ti|
∑

j∈N(i)

∫

Γij

F̃(Wn;n) dσ (3.1)

+
∆t

|Ti|
∫

Ti

S(Wn) dV +
∆t

|Ti|
∫

Ti

Q(Wn) dV,
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where N(i) is the set of neighboring triangles of the cell Ti, Wn
i is an averaged value of the solution

W in the cell Ti at time tn,

Wi =
1

|Ti|
∫

Ti

W dV,

where |Ti| denotes the area of Ti. Here, Γij is the interface between the two control volumes Ti and
Tj , n = (nx, ny)

T denotes the unit outward normal to Γij , and

F(W;n) = F(W)nx + G(W)ny, F̃(W;n) = F̃(W)nx + G̃(W)ny.

To deal with the source terms Q, a standard splitting procedure (see for instance [11]) is employed
for the discrete system (3.2) as

W∗
i = Wn

i − ∆t

|Ti|
∑

j∈N(i)

∫

Γij

F(Wn;n) dσ +
∆t

|Ti|
∫

Ti

S(Wn) dV,

W∗∗
i = W∗

i +
∆t

|Ti|
∑

j∈N(i)

∫

Γij

F̃(W∗;n) dσ, (3.2)

Wn+1
i = W∗∗

i +
∆t

|Ti|
∫

Ti

Q(W∗∗) dV.

Note that the time splitting (3.2) is only first-order accurate in time. A second-order splitting for
the system (3.2) can be derived analogously using the Strang method [15]. The finite volume
discretization (3.2) is complete once the gradient fluxes F(W;n), diffusion fluxes F̃(W; η) and a
discretization of source terms S(W) are well defined.

3.1. Discretization of the gradient fluxes
Let us consider the hyperbolic parts in the system (2.8) given by

∂W

∂t
+

∂F(W)

∂x
+

∂G(W)

∂y
= S(W). (3.3)

Applied to the system (3.3), the finite volume discretization over the control volume Ti yields

∂

∂t

∫

Ti

ρh dV +

∮

Si

(ρhunx + ρhvny) dσ = 0,

∂

∂t

∫

Ti

ρhu dV +

∮

Si

((
ρhu2 +

1

2
gρh2

)
nx + ρhuvny

)
dσ = −gρh

∮

Si

Znx dσ,

∂

∂t

∫

Ti

ρhv dV +

∮

Si

(
ρhuvnx +

(
ρhv2 +

1

2
gρh2

)
ny

)
dσ = −gρh

∮

Si

Zny dσ,

∂

∂t

∫

Ti

ρshc dV +

∮

Si

(ρshucnx + ρshvcny) dσ = 0,
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where Si is the surface surrounding the control volume Ti. Using the expressions of the normal
velocity uη = unx + vny and tangential velocity uτ = −uny + vnx, the above equations can be
reformulated as

∂

∂t

∫

Ti

ρh dV +

∮

Si

ρhuη dσ = 0,

∂

∂t

∫

Ti

ρhu dV +

∮

Si

(
ρhuuη +

1

2
gρh2nx

)
dσ = −gρh

∮

Si

Znx dσ,

∂

∂t

∫

Ti

ρhv dV +

∮

Si

(
ρhvuη +

1

2
gρh2ny

)
dσ = −gρh

∮

Si

Zny dσ, (3.4)

∂

∂t

∫

Ti

ρshc dV +

∮

Si

ρshuηcdσ = 0,

In order to simplify the system (3.4), we first sum the second equation multiplied by nx to the third
equation multiplied by ny, then we subtract the third equation multiplied by nx from the second
equation multiplied by ny. The result of these operations is

∂

∂t

∫

Ti

ρh dV +

∮

Si

ρhuη dσ = 0,

∂

∂t

∫

Ti

ρhuη dV +

∮

Si

(
ρhuηuη +

1

2
gρh2

)
dσ = −gρh

∮

Si

Z dσ,

∂

∂t

∫

Ti

ρhuτ dV +

∮

Si

ρhuτuη dσ = 0, (3.5)

∂

∂t

∫

Ti

ρshc dV +

∮

Si

ρshuηcdσ = 0,

which can be reformulated in a differential form as

∂ρh

∂t
+

∂ (ρhuη)

∂η
= 0,

∂ (ρhuη)

∂t
+

∂

∂η

(
ρhu2

η +
1

2
gρh2

)
= −gρh

∂Z

∂η
,

∂ (ρhuτ )

∂t
+

∂

∂η
(ρhuηuτ ) = 0, (3.6)

∂ (ρshc)

∂t
+

∂

∂η
(ρshuηc) = 0,

An equivalent system of (3.6) can also be rewritten in a vector form as

∂U

∂t
+ Aη(U)

∂U

∂η
= 0. (3.7)
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where

U =




ρh

ρhuη

ρhuτ

ρshc


 ,

Aη(U) =




0 1 0 0

g(ρ + ρw)h

2ρw

− u2
η 2uη 0 −g(ρs − ρw)ρh

2ρsρw

−uηuτ uτ uη 0

−ρscuη

ρ

ρsc

ρ
0 uη




.

One of the advantages in considering the projected system (3.7) is that no discretization of source
terms is required. Thus, in the predictor stage, we use the projected system (3.7) to compute the
averaged states as

Un
ij =

1

2

(
Un

i + Un
j

) − 1

2
sgn

[
Aη

(
U

)] (
Un

j − Un
i

)
, (3.8)

where the sign matrix of the Jacobian is defined as

sgn
[
∇Fη

(
U

)]
= R(U) sgn

[
Λ(U)

]
R−1(U),

with Λ(U) is the diagonal matrix of eigenvalues, and R(U) is the right eigenvector matrix. These
matrices can be explicitly expressed using the associated eigenvalues of Aη(U) in (3.7). Here, U
is the Roe’s averaged state given by

U =




hi + hj

2

(
ρi

√
hi + ρj

√
hj√

hi +
√

hj

)

hi + hj

2

(
ui

√
hi + uj

√
hj√

hi +
√

hj

ηx +
vi

√
hi + vj

√
hj√

hi +
√

hj

ηy

) (
ρi

√
hi + ρj

√
hj√

hi +
√

hj

)

hi + hj

2

(
−ui

√
hi + uj

√
hj√

hi +
√

hj

ηy +
vi

√
hi + vj

√
hj√

hi +
√

hj

ηx

)(
ρi

√
hi + ρj

√
hj√

hi +
√

hj

)

ρs
hi + hj

2

(
ci

√
hi + cj

√
hj√

hi +
√

hj

)




. (3.9)

Once the states Un
ij are calculated in the predictor stage (3.8), the states Wn

ij are recovered by
using the transformations v = (uτ , uη) · η and u = (uτ , uη) · τ . Thus, applied to the system (3.3),
the proposed finite volume method consists of a predictor stage and a corrector stage and can be
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formulated as:

Un
ij =

1

2

(
Un

i + Un
j

) − 1

2
sgn

[
Aη

(
U

)] (
Un

j − Un
i

)
,

(3.10)
Wn+1

i = Wn
i − ∆t

|Ti|
∑

j∈N(i)

F (
Wn

ij; ηij

) |Γij| + ∆tSn
i ,

Next we discuss the formulation of matrices R(U) and R−1(U), the treatment of source terms
Sn

i in the proposed finite volume scheme and also the extension of the scheme to a second-order
accuracy.

3.2. Determination of the sign matrix
The four eigenvalues corresponding to the projected system (3.7) are

λ1 = uη −
√

gh,

λ2 = 0,

λ3 = uη,

λ4 = uη,

λ5 = uη +
√

gh.

Hence, the sign matrix in (3.8) is defined as

sgn
[
Aη

(
U

)]
= R(U) sgn

[
Λ(U)

]
R−1(U),

where U is the Roe’s average state given by (3.9), R(U) and Λ(U) are respectively, the right
eigenvector and the diagonal matrices reconstructed as

R(U) =




1 1 1 0 1

λ̄1 0 ūη 0 λ̄5

ūτ ūτ 0 1 ūτ

ρsc̄

ρ̄

ρsc̄

ρ̄

ρs(ρ̄ + ρw)

ρ̄(ρs − ρw)
0

ρsc̄

ρ̄

0
−4λ̄1λ̄5

(λ̄1 − λ̄5)2
0 0 0




,

Λ(U) =




λ̄1 0 0 0 0

0 λ̄2 0 0 0

0 0 λ̄3 0 0

0 0 0 λ̄4 0

0 0 0 0 λ̄5




,
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R−1(U) =




ūη(ρ̄ − ρw) − λ̄5(ρ̄ + ρw)

2ρw(λ̄1 − λ̄5)

1

λ̄1 − λ̄5

0
ρ̄(ρs − ρw)

2ρsρw

λ̄5 − ūη

λ̄1 − λ̄5

− λ̄1 − λ̄5

4λ̄1

0 0 0 0 −(λ̄1 − λ̄5)
2

4λ̄1λ̄5

− ρ̄ − ρw

2ρw

0 0
ρ̄(ρs − ρw)

2ρsρw

0

− ūτ (ρ̄ + ρw)

2ρw

0 1
ūτ ρ̄(ρs − ρw)

2ρsρw

0

− ūη(ρ̄ − ρw) − λ̄1(ρ̄ + ρw)

2ρw(λ̄1 − λ̄5)
− 1

λ̄1 − λ̄5

0 − ρ̄(ρs − ρw)

2ρsρw

λ̄1 − ūη

λ̄1 − λ̄5

λ̄1 − λ̄5

4λ̄5




,

It is easy to verify that the sign matrix in (3.8) is given by

sgn
[
Aη

(
U

)]
=




s11 s12 0 s14 s15

s21 s22 0 s24 s25

s31 s32 sgn(λ̄4) s34 s35

s41 s42 0 s44 s45

0 0 0 0 0




,

s11 = l11 sgn(λ̄1) + l31 sgn(λ̄3) + l51 sgn(λ̄5),

s12 = l12 sgn(λ̄1) + l52 sgn(λ̄5),

s14 = l14 sgn(λ̄1) + l34 sgn(λ̄3) + l54 sgn(λ̄5),

s15 = l15 sgn(λ̄1) + l55 sgn(λ̄5),

s21 = l11r21 sgn(λ̄1) + l31r23 sgn(λ̄3) + l51r25 sgn(λ̄5),

s22 = l12r21 sgn(λ̄1) + l52r25 sgn(λ̄5),

s24 = l14r21 sgn(λ̄1) + l34r23 sgn(λ̄3) + l54r25 sgn(λ̄5),

s25 = l15r21 sgn(λ̄1) + l55r25 sgn(λ̄5),

s31 = l11r31 sgn(λ̄1) + l41 sgn(λ̄4) + l51r35 sgn(λ̄5),

s32 = l12r31 sgn(λ̄1) + l52r35 sgn(λ̄5),

s34 = l14r31 sgn(λ̄1) + l44 sgn(λ̄4) + l54r35 sgn(λ̄5),

s35 = l15r31 sgn(λ̄1) + l55r35 sgn(λ̄5),

s41 = l11r41 sgn(λ̄1) + l31r43 sgn(λ̄3) + l51r45 sgn(λ̄5),

s42 = l12r41 sgn(λ̄1) + l52r45 sgn(λ̄5),

s44 = l14r41 sgn(λ̄1) + l34r43 sgn(λ̄3) + l54r45 sgn(λ̄5),

s45 = l15r41 sgn(λ̄1) + l55r45 sgn(λ̄5),
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Figure 3: Sub-triangles used in the discretization of source terms.

where rij and lij are the entries of the matrix R(U) and R−1(U), respectively.

3.3. Discretization of the source term
The treatment of the source terms in the shallow water equations presents a challenge in many
numerical methods, compare [7, ?, 1] among others. In our scheme, the source term approximation
Sn

i in the corrector stage is reconstructed such that the still-water equilibrium (C-property) [?] is
satisfied. Here, a numerical scheme is said to satisfy the C-property for the equations (2.8) if the
condition

u = v = 0, h + Z = H, ρ = C, (3.11)

holds for stationary flows at rest. In (3.11), H and C are nonnegative constants. Therefore, the
treatment of source terms in (3.10) is reconstructed such that the condition (3.11) is preserved
at the discretized level. Remark that the last condition in (3.11) means that at the equilibrium
the sediment medium is assumed to be saturated. Furthermore, from the density equation (2.5),
a constant density is equivalent to a constant concentration c. Hence, Sn

i should be a consistent
discretization of the source term in (3.3) defined as

Sn
i =




0

−gh̄n
xiρ̄

n
xi

∑

j∈N(i)

Zijnxij |Γij|

−gh̄n
yiρ̄

n
yi

∑

j∈N(i)

Zijnyij |Γij|

0




. (3.12)

The approximations h̄n
xi and h̄n

yi are reconstructed using a technique recently developed in [1] for
the proposed finite volume method to satisfy the well-known C-property in standard shallow water
flow over fixed beds. In this section we briefly describe the formulation of this procedure and more
details can be found in [1]. Hence, at the stationary state, the numerical flux in the corrector stage
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yields

∑

j∈N(i)

F (
Wn

ij;nij

)
=




0

−g

∫

Ti

ρh
∂Z

∂x
dV

−g

∫

Ti

ρh
∂Z

∂y
dV

0




,

which is equivalent to



0
∑

j∈N(i)

1

2
gρn

ij

(
hn

ij

)2
Nxij

∑

j∈N(i)

1

2
gρn

ij

(
hn

ij

)2
Nyij

0




=




0

−g

∫

Ti

ρh
∂Z

∂x
dV

−g

∫

Ti

ρh
∂Z

∂y
dV

0




. (3.13)

where Nxij = nxij |Γij| and Nyij = nyij |Γij|. Next, to approximate the source terms we proceed
as follows. First we decompose the triangle Ti into three sub-triangles as depicted in Figure 3.
Then, the source term is approximated as

∫

Ti

ρh
∂Z

∂x
dV =

∫

T1

ρh
∂Z

∂x
dV +

∫

T2

ρh
∂Z

∂x
dV +

∫

T3

ρh
∂Z

∂x
dV, (3.14)

where ∫

T1

ρh
∂Z

∂x
dV = ρ1h1

∫

T1

∂Z

∂x
dV,

with h1 is an average value of h on the sub-triangle T1. Hence,
∫

T1

ρh
∂Z

∂x
dV = ρ1h1

∑

j∈N(1)

∫

Γ1j

Znx dσ,

= ρ1h1

∑

j∈N(1)

Z1j Nx1j,

= ρ1h1

∑

j∈N(1)

Z1 + Zj

2
Nx1j. (3.15)

Again, using the stationary flow condition h1 + Z1 = H , hj + Zj = H and ρ1 = C, one gets

h1 + Z1 + hj + Zj = 2H and
Z1 + Zj

2
= H − h1 + hj

2
.
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Thus, (3.15) gives
∫

T1

ρh
∂Z

∂x
dV = ρ1h1

∑

j∈N(1)

(
H − h1 + hj

2

)
Nx1j.

Using the fact that
∑

j∈N(1)

Nx1j = 0,

∫

T1

ρh
∂Z

∂x
dV = −ρ1h1

2

∑

j∈N(1)

hj Nx1j,

= −ρ1h1

2
(hpNx1p + h2Nx12 + h3Nx13) .

A similar procedure leads to the following approximations of the other terms in (3.14)∫

T2

ρh
∂Z

∂x
dV = −ρ2h2

2
(hkNx2k + h1Nx21 + h3Nx23) ,

∫

T3

ρh
∂Z

∂x
dV = −ρ3h3

2
(hlNx3l + h1Nx31 + h2Nx32) .

Notice that hp, hk and hl are the average values of h respectively, on the triangle Tp, Tk and Tl, see
Figure 3. Summing up, the discretization (3.14) gives∫

Ti

ρh
∂Z

∂x
dV = −ρ1h1

2
hpNx1p − ρ2h2

2
hkNx2k − ρ3h3

2
hlNx3l.

For this reconstruction, the source terms in (3.13) result in∑

j∈N(i)

ρn
ij

(
hn

ij

)2
Nxij = ρ1h1 (hpNx1p) + ρ2h2 (hkNx2k) + ρ3h3 (hlNx3l) ,

(3.16)∑

j∈N(i)

ρn
ij

(
hn

ij

)2
Nyij = ρ1h1 (hpNy1p) + ρ2h2 (hkNy2k) + ρ3h3 (hlNy3l) .

Here, (3.16) forms a linear system of two equations for the three unknowns h1, h2 and h3. To
complete the system we add the natural conservation equation

h1 + h2 + h3 = 3hi.

Analogously, the bottom values Zj , j = 1, 2, 3 are reconstructed in each sub-triangle of Ti as

Zj + hn
j = Zi + hn

i , j = 1, 2, 3.

Finally, the source terms in (3.14) are approximated as

ρ1h1

∫

T1

∂Z

∂x
dV = ρ1h1

(
Z1 + Zp

2
Nx1p +

Z1 + Z2

2
Nx12 +

Z1 + Z3

2
Nx13

)
,

ρ2h2

∫

T1

∂Z

∂x
dV = ρ2h2

(
Z2 + Zk

2
Nx2k +

Z2 + Z1

2
Nx21 +

Z2 + Z3

2
Nx23

)
, (3.17)

ρ3h3

∫

T1

∂Z

∂x
dV = ρ3h3

(
Z3 + Zl

2
Nx3l +

Z3 + Z1

2
Nx31 +

Z3 + Z2

2
Nx32

)
,
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with a similar equation for the other source terms in the y-direction. Numerical results reported
in [1] have shown that the above reconstruction exactly preserves the C-property to the machine
precision.

The treatment of boundary conditions in the SRNH scheme is performed using similar tech-
niques as those described in [4]. For the computational examples considered in this paper, bound-
ary conditions are enforced on the corrector solution by computing fluxes at boundaries. On the
predictor solution and the slopes of dependent variables, boundary conditions are enforced in
boundary cells by setting the required variables to the corresponding values of the adjacent in-
ner cells. When slopes are based on vertex values, the solution at boundary vertices is computed
by interpolation from two neighboring centroids. When slopes are based on centroid values, the
three points used to estimate the slopes are the centroid and the two neighboring centroids inside
the computational domain. For further details on the implementation of boundary conditions for
the SRNH scheme we refer to [4, 6].

4. Numerical Results
We present numerical results for a class of test problems for dam-break with single and double
density discontinuities. In all the computations reported herein, the Courant number Cr is set to
0.8 and the time stepsize ∆t is adjusted at each step according to the stability condition

∆t = Cr min
Γij

( |Ti| + |Tj|
2 |Γij|maxp |(λp)ij|

)
,

where Γij is the edge between two triangles Ti and Tj .

4.1. Dam-break with single density discontinuity
We consider a density dam-break problem with a single initial discontinuity. The problem consists
of solving the equations (2.8) in a flat and frictionless channel of length 1000 m and width 500 m
filled with two waters with density ρ1 = 10 kg/m3 in the left section and ρ2 = 1 kg/m3 in the
right section i.e.,

ρ(x, y, 0) =

{
10 kg/m3, if x < 500 m,

1 kg/m3, otherwise.

Initially, the system is at rest with constant water height h = 1 m. The gravity constant g =
1 m/s2, the water viscosity ν = 1.2×10−6 m2/s and the sediment viscosity κ = 3.5×10−4 m2/s.

In Figure 4 we display the time evolution of the density, water height, velocity and concentra-
tion variables using a mesh with 500 gridpoints. It is clear from these results that at the initial time,
the hydrostatic pressure difference at the interface of the two liquids drives a flow of higher density
liquid towards the right, pushing the lower density liquid ahead. To conserve mass, the free surface
of the lower density liquid rises and a rightward propagating shock-like bore forms. This flow fea-
tures have been accurately captured by our generalized Rusanov scheme. It should be stressed that
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the mechanisms of the density dam-break problems are similar to that of the standard dam-break
induced by change in free-surface depth, in that a leftward rarefaction, a rightward shock and a
contact wave are formed. Similar wave structures also occur in shock tube gas dynamics.

4.2. Dam-break with double density discontinuity
In this example we solve a density dam-break problem with two initial discontinuities. Here, a flat
channel of length 100 m is filled at the left-hand side and right-hand side of the channel with a
liquid with density ρ = 1 kg/m3. At the centre of the channel there is a liquid column of density
ρ = 10 kg/m3 and width of 1 m. Initially, the system is at rest with constant water height h = 1 m
and g = 1 m/s2. The computed results are illustrated in Figure 5 for the t-x phase space. It is
evident that the sudden collapse of the denser liquid in the central column causes primary shock
waves to be created and propagate as bores in the direction from high to low density. Two outward
propagating bores are generated, traveling in opposite directions. Each primary bore decreases in
strength with time, which can be seen from the curved shock path. On the other hand, a pair of
rarefaction waves travels inward from the interfaces. The rarefaction waves are almost immediately
reflected at the center, and then move outward, weakening rapidly. The accuracy of the proposed
finite volume is highly achieved in reproducing these physical features.

4.3. Shallow water flow in an idealized inlet system

5. Concluding Remarks
In this paper we have presented a class of finite volume methods for solving two-phase shallow
water flows on unstructured triangular grids. The method consists of two stages which can be
interpreted as a predictor-corrector procedure. In the first stage, the scheme uses the projected
system of the coupled equations and introduces the sign matrix of the flux Jacobian which results in
an upwind discretization of the characteristic variables. In the second stage, the solution is updated
using the conservative form of the equations and a special treatment of the bed bottom in order
to obtain a well-balanced discretization of the flux gradients and the source terms. To increase
the accuracy of the scheme we have incorporated slope limiters. Verification of the proposed
method has been carried out using test problems of dam-break with single and double density
discontinuities. The method exhibited good shape, high accuracy and stability behavior for all
hydraulic regimes considered. The presented results demonstrate the capability of the unstructured
finite volume method that can provide insight to complex two-phase shallow water flows.

An extension of the proposed finite volume to coupled models of two-phase shallow water
flows and bed-load transport in viscous shallow water flows will be the topic of future research.
The diffusion effects and tidal waves can be important in many coastal scenarios. Another planned
activity will consist in a thorough comparison of different physical models for sediment discharge
in the Exner equation.
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Figure 6: Water height h (first column), water density ρh (second column) and velocity vectors
(third column) for the idealized inlet system at four different simulation times. From top to bottom
t = 90, 160, 250 and 500 s.
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Figure 7: Water height h (first column), water density ρh (second column) and velocity vectors
(third column) for the idealized inlet system at four different simulation times. From top to bottom
t = 950, 1000, 1100 and 1270 s.
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         

    

     

           
           

    
            

                 
    
        

 

                
                
                
        

               
              
             

              
              
             
             

             
        
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 

 

              
                

    
           
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         

                   
                  

      

                 
                
       

     

                 
         


 

  

 


    

            
      


     


   

   
                    

              
              

                 
                   
                   
                  
                  
   

                      
                
                    
                 
                     
     

                    
 

    

        

         

    
           
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         

           

                
                
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                 
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                   
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   
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                   
                
              
       

             
               
             
       
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                 
                  
          
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            

          

              
         

     
         

     

           

               
              

             
                
             


 


  

          

             

                   
                
                     
                

             

              
                    
         

                 

 

                 

       

    
           





63Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

         

    

              
            
                
                
              

                


                 

                 
              
      

        

                 
          

             

                
                   
             
                   
              

          

             
                
                  
       

              
  

                 
                 
            

 
       

               
      


 

   


    

 



 


        

    
           





64 Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

         

                  
               

             

                    
  


  


   

             
 


 

 



                    
                   
             
                 


               
     

          

              
  

               
          

              
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            
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Abstract. This paper investigates the presence of positive feedback trading in the 

Casablanca stock exchange and measures the profitability and the effectiveness of 

selected herding strategies. The MADEX returns from 2004 to 2010 are analyzed, 

modeled, and forecasted for that purpose using linear autoregressive models, GARCH 

processes, and E-GARCH processes. Relying on the Sentana and Wadhwani’s positive 

feedback model, this paper explores the link between feedback trading, serial 

autocorrelations, and volatility. It presents supporting evidence on the persistence of serial 

autocorrelations in the index returns suggesting the prevailing influence of feedback 

trading activity on return dynamics. The signaling-based simulation results reveal that herd 

trading dominates the simple buy and hold strategy and the smart money investors’ 

strategy both on daily and weekly bases. The results also unveil the impact of the day of 

trade on weekly trading outcomes, volatilities, and Sharpe ratios. 

Key words: positive feedback trading, autocorrelation, GARCH. 

 

1. Introduction 

Throughout the last decade, there has been growing interest in the emerging and 

developing stock exchanges and the investment opportunities present in the countries that 

host them. These markets are referred to as “frontier markets”; and are characterized by 

small market capitalizations, low liquidity levels, and imminent privatization trends. In 

addition, these economies are distinguished by the constrained impact of international 

events on their prosperity and progress. The reason for this is that the stock exchanges in 

such countries list local companies that have limited ties at the international level. They are 

also hosted in countries where the restrictive regulation confines the impact of external 

shocks and crises on the overall economy. Thus, the stock returns in these markets often 
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exhibit negative correlations with the more developed ones. These various factors highlight 

risk reduction prospects that attract long term investors that are interested in the 

diversification opportunities offered by such economic environments. 

The attractiveness of the frontier markets sheds light on their well-functioning and raises 

concerns about their efficiency. The question whether the prices incorporate information 

instantly and correctly or whether the returns exhibit a random walk or not is the prime 

concern of agents involved in these markets. Answers to these questions would give an 

indication about the predictability of the markets and about the manner news releases 

disseminate into stock prices. Unveiling the nature of the trading conducts in those 

markets would also allow a better grasp of how the prices are influenced and how they are 

impacted by the various trading strategies. 

In a broad sense, one can consider the trading conduct as being governed by two schools; 

the fundamental analysis and the technical analysis. The fundamental analysis’ adepts 

engage in trading with a solid knowledge of the companies’ standing and in-depth studies 

of financial information and industry settings. They are referred to as “rational investors” or 

“smart money investors” (SMI) since they rely on forecasting techniques and valuation 

models drawn from historical data incorporating various economic factors. The second 

method of trading; the technical analysis, is based on examining prices and volumes of 

strictly historical data. The practitioners of this type of trading are called trend chasers, or 

rational speculators. They trade with the ultimate conviction that the trends’ history repeats 

itself and are believed to influence the market movements. 

One of the possible ways in which the technical analysts’ behavior could affect share 

prices is through feedback trading. Feedback traders are trend followers who base their 

strategy on price movements. Positive (negative) feedback traders buy (sell) when prices 

rise and sell (buy) when prices fall (rise). Hence, if their presence is significant in a market 

they can induce serial autocorrelations of the returns. Such behavior was first documented 

by Cutler, Poterba, & Summers (1990) as they revealed the significant presence of serial 

autocorrelation in US stock returns. The empirical conclusions that were reached by the 

aforementioned authors were a breakthrough in behavioral finance and triggered the 

curiosity of other scholars that were more interested in developing a theoretical framework 

for such market interactions. 

The theoretical aspect of the herding behavior was first dealt with in Shiller’s (1984) work  

when he documented evidence of overreaction following dividend announcements in the 

US and attributed this phenomenon to social trends. Shiller (1984) builds a model to 

capture such behavior which was improved upon by Sentana and Wadhwani (1992) to 

become the positive feedback trading model. Empirical studies based on that model 

succeed in finding evidence of positive feedback trading in developed markets as well as 

in emerging markets. Koutmos,1997; and Koutmos and Saidi, 2001 among others show 

how positive feedback traders induce negative autocorrelations in returns in the US and 

emerging Asian markets respectively. 
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This paper complements the positive feedback trading studies by investigating the 

presence and effectiveness of positive feedback trading in the Casablanca stock exchange 

(CSE). It also compares trading gains of feedback trading to other chosen strategies. 

Daily data of the Casablanca stock exchange over the 2001-2010 period is used for that 

purpose. The theoretical facet of this paper is based on the model developed by Shiller 

(1984) and Sentana and Wadhwani (1992) and the adopted methodology is grounded on a 

GARCH mean model. 

 

2. Motivation and Purpose 

There has been no formal empirical study of the positive feedback traders’ activity in the 

Moroccan stock market although several analysts report reversion to the mean 

phenomena and describe herding effects. Squalli (2006) explains how Colorado’s IPO was 

subject to a trend effect in the first weeks of trading. The stock price was expected to 

increase, so investors rushed to buy the IPO in masses. After weeks of trading activity and 

unfounded price increases, the stocks suffered a series of declines dragging it back to its 

fundamental value. Other analysts studying the general market trends relate the CSE 

boom to rational speculation. Drissi El Bouzidi (2006) declares that the overall market is 

overvalued and that behavioral aspects keep the prices artificially higher than they should 

be. After periods where the market could gain 30% in a matter of weeks, the CSE indices 

entered a period a repetitive declines in 2009. The market suffered a “psychological crisis” 

driven by the small investors’ panic as pointed out by Nhaili (2009). The aforementioned 

market dynamics are significant indicators of the prevailing presence of positive feedback 

trading. Lack of literature documenting market occurrences leaves analysts, investors, and 

scholars with a poor understanding of the effects taking place during different trading 

phases. 

Our main objective is to investigate evidence of positive feedback trading activity in the 

CSE and measure its intensity during market ups and downs. We establish a relationship 

between positive feedback trading and the presence of serial autocorrelation in the returns 

of the CSE drawing a link between the level of volatility and the nature of trading. We also 

examine the effectiveness of various trading strategies in the CSE for several scenarios, 

comparing the annualized returns over a seven years period (2004-2010) for daily trading 

versus weekly trading and for short selling possibility and no short selling conduct. We 

study the profitability prospects for selected trading strategies and techniques; passive 

strategy, smart money investor’s strategy, feedback trading, simple hybrid strategy, and 

complex hybrid strategy and how they are affected by the day of execution. 
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3. The Positive Feedback Trading Model 

3.1. Positive Feedback Traders 

The main assumption of the model developed by Shiller (1984) and Sentana and 

Wadhwani (1992) is that the market is mainly composed of two types of agents. The first 

group is named “smart money investors” or “expected utility maximizers” (S). This type of 

investors relies mostly on the fundamentals corresponding to shares such as profitability, 

leverage, or cash flows, and its behavior is mainly characterized by risk aversion. The 

second group of investors, the positive feedback traders also referred to as trend chasers 

(F) primary trade on price movement and evolution. The demand for the first group is 

established by the Dynamic Capital Asset Pricing Model developed by Merton (1973) and 

is given by the following Equation: 

 

 =    (1) 

 

Where  is the fraction of shares demanded by the smart money investors at period t, E 

is the expectation operator calculated from all available information at period t-1 as the 

average yearly return assuming the investor buys at the beginning of the year and sells at 

the end of the same year; R the rate of return at period t using closing prices; α is the rate 

at which the demand for shares by the smart money investors is null. Setting  equal to the 

risk free rate, Equation (1) becomes equivalent to the Dynamic Capital Asset Pricing 

Model developed by Merton (1973).  μ is the volatility measure as a function of the 

conditional variance, μ = μσ²) is the conditional variance measuring risk at time t. To 

account for the risk aversion of rational investors μ′σ)  0 so the higher the volatility, the 

lower the proportion of shares demanded by the smart money investors. 

 

If all shares are held by Smart Money investors so that S = 1 Equation (1) simply 

becomes the standard Capital Asset Pricing Model (CAPM): 

 

ER − α = μσ (2) 

The Demand for the second group; the feedback traders, is set by the following equation: 

F =  ρRifR ≥ 0ρRifR < 0 (3) 

Where ρand ρ indicate the nature of the feedback trading withρ, ρ > 0 to capture 

positive feedback trading. In the opposite case whereρ, ρ < 0, there is negative 
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feedback trading; i.e. selling (buying) when prices increase (decrease). This demand 

equation is more general than the one suggested by Sentana and Wadhwani (1992) where F = ρR. 
The equilibrium F + S = 1 where all shares are held by both types of investors results in 

the equation:   

 ER =  α + μσ − ρμσRifR ≥ 0α + μσ − ρμσRifR < 0   (4) 

The difference between equations (2) and (4) is the additional terms that introduce the 

positive feedback traders into the CAPM equation and allows for negative serial 

correlation. This equation shows the relationship between the positive feedback trading 

and the returns. The terms ρμσand ρμσ induce negative autocorrelation between 

the index returns at period t-1 and the returns at period t. These terms also show that the 

higher the volatility μσ, the more negative the autocorrelation. 

The rational expectations assumption states that the expectations of crowds would affect 

market movements and eventually concretize. This would allow for R = ER +ε 
which results in the following equation: 

R =  α + μσ − ρμσR + εifR ≥ 0α + μσ − ρμσR + εifR < 0   (5) 

For testing purposes, equation (5) needs to be transformed into a linear form. The linear 

form is more suitable for a regression equation. This conversion is achieved by setting ρμσ =  ρ + ρσ andρμσ =  ρ + ρσ. As a result, equation (5) becomes  

R =  α + λσ − ρ + ρσR + εifR ≥ 0α + λσ − ρ + ρσR + εifR < 0    (6) 

In equation (6), the direct impact of feedback traders is given byρ) andρ) for the case 

of low volatility levels. As risk increases, the terms ρσ and ρσwill have more influence 

on the return and the impact of feedback trading will be determined byρandρ. If ρ, ρ, ρ, ρ< 0, it is an indication that negative feedback traders are more active in the 

market. This outcome is more likely to occur during periods of low volatility knowing that 

negative feedback trading is only one of the hypotheses. 

3.2. Non-Synchronous Trading and Serial Correlation 

Another important factor that provokes positive serial correlation in return time series is 

non-synchronous trading. If two stocks are trading in different frequencies, one could react 

to news more quickly than the second. The lagged response of the second stock could 

manifest as a positive serial correlation between the two returns.  However, the effects of 

non-trading may not be detectable in the returns of individual securities, but could be more 

pronounced in portfolio returns (Lo & MacKinlay, 1990). Perry (1985) documents that non-
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synchronous trading is not the only cause of correlation in daily market indices, but it 

needs to be taken into account for the sake of the analysis. 

The non-trading is typically associated with periods of low volatility but still present during 

high fluctuation periods. In order to account for positive feedback trading alone, returns are 

filtered using a linear autoregressive model LAR (p). The fitted returns have all the 

autocorrelation induced by non-synchronous trading removed (Koutmos & Saidi, 2001). 

 

4. Strategy Testing and Empirical Results 
 
4.1. Trading Nature and Frequency 

Since the Moroccan regulation does not allow for short selling in the Casablanca stock 

exchange, the analysis is conducted based on the actual trading mechanisms and for the 

hypothetical scenario where short selling is permitted to measure the practice’s impact on 

the different trading strategies.  The strategies are also developed based on distinct 

trading frequencies. Each group of investors could trade on a daily basis or on a weekly 

basis. The daily trading allows the investor to decide on an action founded on the 

displayed closing price. The investor would act at the end of each trading day since the 

orders are assumed to be exercised instantaneous. In this method of trading, the investor 

obviously uses daily data (closing prices) as a basis for his decision making. For the 

weekly trades, the investors enters the markets on a given day of the week and keeps 

buying or selling (short selling) on that same day of every week. The weekly investor does 

not discard daily closing prices and bases his trades and forecasting tools on daily data. 

This investor also acts at the end of the trading exercise given the previous day’s price or 

the next day’s forecasted price (same day’s Sharpe ratio for smart money investors).  

Weekly trading based only on weekly data is also considered as one of the scenarios in 

this analysis. Traders would again trade on a given weekday, but would only look at 

previous week’s closing price or next week’s forecasted price. This trading frequency is 

only considered for the case of positive feedback trading. 

 

4.2. Strategy Description 

Passive Strategy 

This is a simple buy and hold strategy that consists of keeping the index portfolio during 

the whole investment period. It involves entering a long position by buying the index on the 

first day and selling it on the last day of the study period. The transaction costs are 

accounted for in this paper and are considered to be equal to 0.22% of the transaction 

amount.  
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Smart Money Investors’ Strategy 

This is an active trading strategy followed by rational investors that rely on stock 

fundamentals to make their investment decisions.  The investors decide on the basis of the 

Sharpe ratio; they buy (sell) when the Sharpe ratio is higher (lower) than 1. For the case 

where short selling is allowed, investors buy when the Sharpe ratio is higher than 1 and 

short sell the index when the Sharpe ratio is lower than 1.   

 

Sharperatio = ER − ασ 
Where  is the risk free rate and is considered to be equal to 3.27% for the seven years 

period, and _(t-1) is the annualized standard deviation for the previous year’s return 

excluding transaction costs.   

 

Positive Feedback Trading Strategy 

This strategy is based on the trend chasing conduct. The investors base their decision on 

the price movement. So if the prices increase, investors buy the stocks and when the 

prices decrease they sell the stock. For the case of short selling, investors keep the same 

behavior in market increases and short sell the stocks in market declines. 

 

Simple Hybrid Strategy  

This strategy is adopted by positive feedback traders who integrate forecasting techniques 

in their trading conduct. Investors use GARCH in Mean (1,1) to model the volatility and a 

Linear Autoregressive Model to forecast the returns and the prices. Every year’s volatility 

and return forecast is based on GARCH-M estimates derived from the preceding three 

years’ data.  

Return equation: 

R = C +C ∗ R + C ∗ σ + ε 
Variance equation: 

σ = C+C ∗ Residual + C ∗ σ  

The residuals are assumed to follow a normal distribution and are computed based on 

actual returns and the forecasted values obtained from the return equation, 

Residual = R −R 
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The forecasted returns R and actual prices P are used to predict the prices P  as the 

following: 

P = R ∗ P +P 

If P ≥P, the feedback traders would buy the stock, and if P ≤P the feedback traders 

would sell the stock or short sell the stock in the relevant scenario.  

 

Complex Hybrid Strategy 

This strategy is also adopted by positive feedback traders who integrate GARCH modeling 

and forecasting in their trading. Investors estimate a GARCH model based on the Log 

Likelihood tests. The likelihood functions for the various sets of data are maximized using 

an Exponential GARCH (3,3,2) model with the Log of the variance in the mean equation. 

The auto regressive order for the linear mean equation is determined using the tests 

conducted in the data analysis section and is set to be p=1. The leptokurtic property of the 

time series reveals that a generalized error distribution (GED) is more suitable for the 

residuals’ estimation.  

Each year’s volatility and return forecast is based on E-GARCH-M estimates derived from 

the preceding three years’ data.  

 

Return equation: 

R = C +C ∗ R + C ∗ Logσ + ε 
Variance equation: 

Logσ = C+C ∗ abs Residualσ +C ∗ abs Residualσ +C ∗ abs Residualσ 
+ C ∗ Residualσ +C ∗ Residualσ +C ∗ Logσ  + C ∗ Logσ 
+ C ∗ Logσ  

 

The feedback trader strategy is as in the previous simple hybrid strategy.  

 

5. Numerical results 
 
5.1. Results based on trading frequency 
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Daily Trading 

The daily trading for all the strategies appears to be outperformed by the buy and hold 

strategy that leads to higher returns for the 2004-2010 period. This is mainly due to the 

high transaction costs incurred on a daily basis. The active traders however are better off 

during market downs since they benefit from smaller drawdown. Indeed, the buy and hold 

strategy suffered from a severe drawdown that other strategies did not go through.  

 

Figure 1: Trading Strategies (daily) with No Short Selling 

The hypothetical short selling results in a quite different scenario; it allows traders to take 

advantage from the drawdown and succeed in beating the passive strategy. The herding 

traders profit from higher annualized returns and outpace other investors. The short selling 

does not boost smart money investors’ returns since the drawdown caused the Sharpe 

ratio to fall below 1. The SMI were inactive during and after the down period because their 

signaling incorporates yearly data and hence ended up with similar annualized return. 
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Figure 2: Trading Strategies (daily) with Short Selling 

The impact of short selling is more visible on herding strategies in the way that the 

annualized returns increase significantly accompanied with an increase in volatility. The 

passive strategy that appears to be the most attractive one at first sight reveals to procure 

the lowest Sharpe ratio since its returns are subject to severe fluctuations and a high level 

of volatility. The positive feedback trading on the other hand seems to be the most stable 

strategy since it has the highest Sharpe ratio since it does not undergo from the sharp 

drawdown.  

  Passive Strategy Smart Money 
Investors 
Strategy 

Positive Feedback 
Trading 

Hybrid Strategy Complex Hybrid 
Strategy 

 

Annualized 
Return 

No Short Selling 32.28% 29.2% 26.69% 25.93% 25.18% 

Short Selling 32.28% 28.74% 45.36% 42.9% 41.35% 

 

Volatility 

No Short Selling 39.28% 22.01% 11% 11.97% 11.55% 

Short Selling 39.28% 23.61% 15.43% 15.56% 15.53% 

 

Sharpe Ratio 

No Short Selling 0.82 1.33 2.43 2.17 2.18 

Short Selling 0.82 1.22 2.94 2.76 2.66 

Table 1: Annualized Return, Volatility, and Sharpe Ratio for Daily Trading 
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boosts those returns to increase even further and leads to the strategies having 

comparable payoffs in terms of the annualized returns. 

 

Figure 3: Trading Strategies (weekly) with No Short Selling 

 

Figure 4: Trading Strategies (weekly) with Short Selling 

The impact of the drawdown period is also visible on a weekly basis since it causes the 

passive strategy to be dominated. It leads to a stagnation of the smart money investors’ 

trading activity who still endures a high volatility level. The feedback trading outperforms 

the other strategies for both short selling and no short selling scenarios. 
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  Smart Money 
Investors 
Strategy 

Positive 
Feedback 
Trading 

Hybrid 
Strategy 

Complex 
Hybrid 

Strategy 

 

Annualized 
Return 

No Short 
Selling 

29.71% 23.28% 25.46% 22.11% 

Short Selling 29.71% 29.97% 33.80% 27.14% 

 

Volatility 

No Short 
Selling 

21.93% 11.35% 12.35% 11.78% 

Short Selling 23.54% 15.51% 15.55% 15.56% 

 

Sharpe Ratio 

No Short 
Selling 

1.35 2.05 2.06 1.88 

Short Selling 1.26 1.93 2.17 1.74 

Table 2: Annualized Return, Volatility, and Sharpe Ratio for Weekly Trading 

 

5.2. Results Based on Trading Nature 

 
Positive Feedback Trading 

The positive feedback traders are better off trading on a daily basis during both market ups 

and downs. The short shelling enhances their annualized returns without having much of 

an effect on the volatility measures. It also widens the gap between the daily trading and 

weekly trading, showing that the drawdown is less for daily trading. The positive feedback 

trading is a stable and profitable strategy despite the high transaction costs the investors 

may incur. 
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Daily Trading 
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strategy that leads to higher returns for the 2004-2010 period. This is mainly due to the 
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strategy suffered from a severe drawdown that other strategies did not go through.  
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advantage from the drawdown and succeed in beating the passive strategy. The herding 

traders profit from higher annualized returns and outpace other investors. The short selling 

does not boost smart money investors’ returns since the drawdown caused the Sharpe 

ratio to fall below 1. The SMI were inactive during and after the down period because their 

signaling incorporates yearly data and hence ended up with similar annualized return. 
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Figure 5: Positive Feedback Trading with No Short Selling 

 

Figure 6: Positive Feedback Trading with Short Selling 
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Daily Trading 

The daily trading for all the strategies appears to be outperformed by the buy and hold 

strategy that leads to higher returns for the 2004-2010 period. This is mainly due to the 

high transaction costs incurred on a daily basis. The active traders however are better off 

during market downs since they benefit from smaller drawdown. Indeed, the buy and hold 

strategy suffered from a severe drawdown that other strategies did not go through.  

 

Figure 1: Trading Strategies (daily) with No Short Selling 

The hypothetical short selling results in a quite different scenario; it allows traders to take 

advantage from the drawdown and succeed in beating the passive strategy. The herding 

traders profit from higher annualized returns and outpace other investors. The short selling 

does not boost smart money investors’ returns since the drawdown caused the Sharpe 

ratio to fall below 1. The SMI were inactive during and after the down period because their 

signaling incorporates yearly data and hence ended up with similar annualized return. 

 

-50.00%

0.00%

50.00%

100.00%

150.00%

200.00%

250.00%

300.00%

350.00%

Cu
m

ul
at

iv
e 

re
tu

rn

Passive Strategy

Positive Feedback
Trading

Hybrid Strategy

Complex Strategy

Smart Money
Investors strategy



80 Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

M. Achkir and A. Charafi      Positive Feedback Trading and Stock Return Autocorrelation  

 

Frontiers in Science and Engineering 
An International Journal Edited by Hassan II Academy of Science and Technology 

  14 

 

  Daily Weekly 

 

Annualized 
Return 

No Short Selling 26.69% 23.28% 

Short Selling 45.36% 29.97% 

 

Volatility 

No Short Selling 11% 11.35% 

Short Selling 15.43% 15.51% 

 

Sharpe Ratio 

No Short Selling 2.43 2.05 

Short Selling 2.94 1.93 

Table 3: Annualized Return, Volatility, and Sharpe Ratio for Positive Feedback Trading Strategy 

 

Hybrid Strategy 

The hybrid strategy based on GARCH-M (1,1) forecasts is close to the positive feedback 

trading strategy in terms of outcome and profitability. They are also similar for daily and 

weekly trading and concerning the short selling effect. It is also a profitable strategy 

especially for the daily trades despite the fact that traders act based on forecasted prices 

instead of actual prices. 

 

Figure 7: Hybrid Strategy with No Short Selling 
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Figure 8: Hybrid Strategy with Short Selling 

 

  Daily Weekly 

 

Annualized 
Return 

No Short 
Selling 

25.93% 25.46% 

Short Selling 42.9% 33.80% 

 

Volatility 

No Short 
Selling 

11.97% 12.35% 

Short Selling 15.56% 15.55% 

 

Sharpe Ratio 

No Short 
Selling 

2.17 2.06 

Short Selling 2.76 2.17 

Table 4: Annualized Return, Volatility, and Sharpe Ratio for the Hybrid Strategy 

 

Complex Hybrid Strategy 

The complex hybrid strategy using E-GARCH-M (3,3,2) is very similar to the hybrid 

strategy in terms of the gains’ characteristics, but the final outcome is lower compared to 

the other feedback strategies. This may be due to the fact that the forecasts incorporate 

with a higher precision the historical market dynamics, and result in more conservative 

prediction due to the sharp drawdown. 
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Figure 9: Complex Hybrid Strategy with No Short Selling 

 

Figure 10: Complex Hybrid Strategy with Short Selling 
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  Daily Weekly 

 

Annualized 
Return 

No Short 
Selling 

25.18% 22.11% 

Short Selling 41.35% 27.14% 

 

Volatility 

No Short 
Selling 

11.55% 11.78% 

Short Selling 15.53% 15.56% 

 

Sharpe Ratio 

No Short 
Selling 

2.18 1.88 

Short Selling 2.66 1.74 

Table 5: Annualized Return, Volatility, and Sharpe Ratio for the Complex Hybrid Strategy 

 

5.3. Results Based on Day of Trade 

Smart Money Investors Strategy 

When trading on a weekly basis, the smart money investors do not seem to be affected by 

the day they actually enter the market. The steadiness of their payoffs suggests that their 

trading behavior is less spontaneous and impulsive than other types of trading. The same 

remarks apply to the weekly trading with short selling for this category of investors. 

 

 Monday Tuesday Wednesday Thursday Friday 

Annualized Return 29.74% 29.38% 29.71% 29.47% 29.31% 

Volatility 22.02% 21.91% 21.93% 21.92% 21.91% 

Sharpe Ratio 1.35 1.34 1.35 1.34 1.34 

Table 6: Annualized Return, Volatility, and Sharpe Ratio Based on the Day of Trade for the Smart 

Money Investors Strategy 

 

Positive Feedback Trading 

The positive feedback traders’ returns are highly influenced by the day they exercise their 

trades. The weekly outcomes of this strategy vary depending on the weekdays, with 

Wednesday being the best day to trade and Monday being the worst. The standard 
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deviation of the Sharpe ratios is quite high (47.91%) which accounts for the importance of 

the entry day effect. The influence of timing on annualized returns remains identical when 

short selling is introduced and leads to higher variations in the Sharpe ratio translated by 

67.11% standard deviation. 

 

 Monday Tuesday Wednesday Thursday Friday 

Annualized Return 8.68% 13.93% 23.28% 16.70% 16.13% 

Volatility 11.91% 11.88% 11.35% 11.63% 11.41% 

Sharpe Ratio 0.73 1.17 2.05 1.44 1.41 

Table 7: Annualized Return, Volatility, and Sharpe Ratio Based on the Day of Trade for the 

Positive Feedback Trading Strategy 

 

 

Figure 11: Weekly Positive Feedback Trading Using Daily Data Based on Day of Trade 

 

Hybrid Strategy 

The weekly outcomes of the hybrid strategy vary depending on the weekdays and the 

outcomes are different depending on the day of market entry, Wednesday is the best day 

to act and Monday is the worst with a Sharpe ratio lower than 1. The standard deviation of 

the Sharpe ratios is equal to 48.95% for the case of no short selling and 73.61% when 

short selling is simulated. The influence of timing on annualized returns remains identical 

when short selling is introduced; and Wednesday’s Sharpe ratio undergoes some 

improvement and Monday’s worsens. 
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 Monday Tuesday Wednesday Thursday Friday 

Annualized Return 10.50% 13.51% 25.46% 15.62% 17.38% 

Volatility 14.27% 12.66% 12.35% 13.01% 12.70% 

Sharpe Ratio 0.74 1.07 2.06 1.20 1.37 

Table 8: Annualized Return, Volatility, and Sharpe Ratio Based on the Day of Trade for the Hybrid 

Strategy Using Daily Data 

 

Figure 12: Weekly Hybrid Strategy Using Daily Data Based on Day of Trade 

 

Complex Hybrid Strategy 

The complex hybrid strategy also reveals Wednesdays as the best trading days and 

Mondays as the worst. The high importance of the entry and exit day is accounted for by 

the high standard deviation that is equal to 44.14% and 62.12% for the cases of no short 

selling and short selling respectively. 

 Monday Tuesday Wednesday Thursday Friday 

Annualized Return 9.72% 11.07% 22.11% 14.06% 17.14% 

Volatility 12.58% 12.44% 11.78% 12.11% 12.33% 

Sharpe Ratio 0.77 0.89 1.88 1.16 1.39 

Table 9: Annualized Return, Volatility, and Sharpe Ratio Based on the Day of Trade for the 

Complex Hybrid Strategy Using Daily Data 
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Figure 13: Weekly Complex Hybrid Strategy Using Daily Data Based on Day of Trade 

 

5.4. Results Based on Data Frequency (for Positive Feedback Trading) 

Effect of Data Frequency on the Return, Volatility, and Sharpe Ratio 

Weekly Positive feedback traders can either rely on daily data or on weekly data to 

exercise their trades. Using daily data earns higher returns than using weekly prices and is 

subject to a lower volatility of returns. It is also more profitable for positive feedback traders 

to act based on daily data since it yields higher Sharpe ratio. 

 

  Daily Data Weekly Data 

 

Annualized Return 

No Short Selling 23.28% 17.32% 

Short Selling 29.97% 17.80% 

 

Volatility 

No Short Selling 11.35% 12.03% 

Short Selling 15.51% 15.67% 

 

Sharpe Ratio 

No Short Selling 2.05 1.44 

Short Selling 1.93 1.14 

Table 10: Annualized Return, Volatility, and Sharpe Ratio for the Daily and Weekly Data (PFTS) 
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Effect of Data Frequency on the Day of Trade 

Using weekly data, the outcome of the positive feedback trading strategy still varies 

depending of the day of the trade. This change however, is smaller in magnitude than the 

variation induced when using daily prices. The day of the trade does not matter as much 

for weekly trading with weekly data, and results in a standard deviation of the Sharpe ratio 

of 36.94% in the absence of short selling. It is rather high for the short selling scenario 

case (56.79%), which is foreseeable since the short selling intensifies the market 

dynamics. When trading with weeks data, the volatility increases on average and the 

trading day with the highest outcome differs. The Sharpe ratio keeps increasing throughout 

the week and reaches its peak on Friday for both short selling and no short selling 

scenarios. 

 

  Monday Tuesday Wednesday Thursday Friday 

 

Annualized Return 

Daily Data 8.68% 13.91% 23.28% 16.70% 16.13% 

Weekly Data 13.96% 7.11% 8.74% 16.65% 17.32% 

 

Volatility 

Daily Data 11.91% 11.88% 11.35% 11.63% 11.41% 

Weekly Data 12.27% 11.60% 11.40% 12.00% 12.03% 

 

Sharpe Ratio 

Daily Data 0.73 1.17 2.05 1.44 1.41 

Weekly Data 1.14 0.61 0.77 1.39 1.44 

Table 11: Annualized Return, Volatility, and Sharpe Ratio Based on the Day of Trade for the Daily 

and Weekly Data (PFTS) 

 

6. Conclusions 
 
The study of the 2004 -2010 Casablanca Stock exchange main MADEX reveals crucial 

facts about the characteristics of the returns and the nature of trading conducts in the 

market place. The significance of the serial autocorrelation in the daily data indicates the 

plausible presence of positive feedback traders and trends chasers in the market. It also 

implies that this category of traders could influence market movements and induce 

negative autocorrelation in the stock returns, trigger mean reversion phenomena, and 

allow trend predictability. 

The analysis of the feedback traders or trend chasers’ strategies profitability leads to four 

main results. First, positive feedback trading on the daily basis beats other herding types 

of trading and reveals to be steadier than the simple buy and hold strategy 

whencomparing Sharpe ratios. It allows the traders to go through the intense 2008-2010 

drawdown and smooths the severity of the market fall. Positive feedback traders are 
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subject to lower level of volatility even though they are pretty active in the market. The 

forecasting techniques however lead to inferior outcomes suggesting that there is a price 

to pay for information losses caused by forecasting. 

Secondly, the GARCH forecasting techniques provide superior outcomes for weekly 

trading using daily data. It allows the trend chasers to incorporate three years of data in 

their trading conduct. The forecasts seem to be more suitable for less frequent trades 

since the signaling is unchanged for the hybrid strategy and the complex hybrid strategy, 

and daily trades only increase transaction costs incurred by the investors. The daily herd 

trading however results in higher annualized returns when compared to weekly trading, 

while the volatility does not seem to be affected by the frequency of trades. 

Thirdly, short selling generally boosts the annualized returns and intensifies the volatility. 

The smart money investors are the only group that appears to be immunized from the 

influence of trading nature as well as frequency. 

Finally, the comparison of annualized returns and Sharpe ratio based on the day of trading 

for the weekly activity reveals that smart money investors are not affected by the day they 

enter or exit the market, while the herd traders are. In fact, Wednesdays are characterized 

by lower volatility levels when compared to other week days and yield higher returns. 

Mondays however are the worst days for feedback traders to act on the stock exchange as 

they are earning much lower returns and endure higher volatility levels. This phenomenon 

could be explained by the fact that the market goes through an adjustment stage in the 

beginning of the week and reaches the “steady state” by the mid-week. 
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forecasting techniques however lead to inferior outcomes suggesting that there is a price 

to pay for information losses caused by forecasting. 

Secondly, the GARCH forecasting techniques provide superior outcomes for weekly 

trading using daily data. It allows the trend chasers to incorporate three years of data in 

their trading conduct. The forecasts seem to be more suitable for less frequent trades 

since the signaling is unchanged for the hybrid strategy and the complex hybrid strategy, 

and daily trades only increase transaction costs incurred by the investors. The daily herd 

trading however results in higher annualized returns when compared to weekly trading, 

while the volatility does not seem to be affected by the frequency of trades. 

Thirdly, short selling generally boosts the annualized returns and intensifies the volatility. 

The smart money investors are the only group that appears to be immunized from the 

influence of trading nature as well as frequency. 

Finally, the comparison of annualized returns and Sharpe ratio based on the day of trading 

for the weekly activity reveals that smart money investors are not affected by the day they 

enter or exit the market, while the herd traders are. In fact, Wednesdays are characterized 

by lower volatility levels when compared to other week days and yield higher returns. 

Mondays however are the worst days for feedback traders to act on the stock exchange as 
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Secondly, the GARCH forecasting techniques provide superior outcomes for weekly 

trading using daily data. It allows the trend chasers to incorporate three years of data in 

their trading conduct. The forecasts seem to be more suitable for less frequent trades 

since the signaling is unchanged for the hybrid strategy and the complex hybrid strategy, 

and daily trades only increase transaction costs incurred by the investors. The daily herd 
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while the volatility does not seem to be affected by the frequency of trades. 

Thirdly, short selling generally boosts the annualized returns and intensifies the volatility. 
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influence of trading nature as well as frequency. 

Finally, the comparison of annualized returns and Sharpe ratio based on the day of trading 

for the weekly activity reveals that smart money investors are not affected by the day they 

enter or exit the market, while the herd traders are. In fact, Wednesdays are characterized 

by lower volatility levels when compared to other week days and yield higher returns. 

Mondays however are the worst days for feedback traders to act on the stock exchange as 

they are earning much lower returns and endure higher volatility levels. This phenomenon 

could be explained by the fact that the market goes through an adjustment stage in the 

beginning of the week and reaches the “steady state” by the mid-week. 
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Effect of Data Frequency on the Day of Trade 

Using weekly data, the outcome of the positive feedback trading strategy still varies 

depending of the day of the trade. This change however, is smaller in magnitude than the 

variation induced when using daily prices. The day of the trade does not matter as much 

for weekly trading with weekly data, and results in a standard deviation of the Sharpe ratio 

of 36.94% in the absence of short selling. It is rather high for the short selling scenario 

case (56.79%), which is foreseeable since the short selling intensifies the market 

dynamics. When trading with weeks data, the volatility increases on average and the 

trading day with the highest outcome differs. The Sharpe ratio keeps increasing throughout 

the week and reaches its peak on Friday for both short selling and no short selling 

scenarios. 

 

  Monday Tuesday Wednesday Thursday Friday 

 

Annualized Return 

Daily Data 8.68% 13.91% 23.28% 16.70% 16.13% 

Weekly Data 13.96% 7.11% 8.74% 16.65% 17.32% 

 

Volatility 

Daily Data 11.91% 11.88% 11.35% 11.63% 11.41% 

Weekly Data 12.27% 11.60% 11.40% 12.00% 12.03% 

 

Sharpe Ratio 

Daily Data 0.73 1.17 2.05 1.44 1.41 

Weekly Data 1.14 0.61 0.77 1.39 1.44 

Table 11: Annualized Return, Volatility, and Sharpe Ratio Based on the Day of Trade for the Daily 

and Weekly Data (PFTS) 

 

6. Conclusions 
 
The study of the 2004 -2010 Casablanca Stock exchange main MADEX reveals crucial 

facts about the characteristics of the returns and the nature of trading conducts in the 

market place. The significance of the serial autocorrelation in the daily data indicates the 

plausible presence of positive feedback traders and trends chasers in the market. It also 

implies that this category of traders could influence market movements and induce 

negative autocorrelation in the stock returns, trigger mean reversion phenomena, and 

allow trend predictability. 

The analysis of the feedback traders or trend chasers’ strategies profitability leads to four 

main results. First, positive feedback trading on the daily basis beats other herding types 

of trading and reveals to be steadier than the simple buy and hold strategy 

whencomparing Sharpe ratios. It allows the traders to go through the intense 2008-2010 

drawdown and smooths the severity of the market fall. Positive feedback traders are 
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subject to lower level of volatility even though they are pretty active in the market. The 

forecasting techniques however lead to inferior outcomes suggesting that there is a price 

to pay for information losses caused by forecasting. 

Secondly, the GARCH forecasting techniques provide superior outcomes for weekly 

trading using daily data. It allows the trend chasers to incorporate three years of data in 

their trading conduct. The forecasts seem to be more suitable for less frequent trades 

since the signaling is unchanged for the hybrid strategy and the complex hybrid strategy, 

and daily trades only increase transaction costs incurred by the investors. The daily herd 

trading however results in higher annualized returns when compared to weekly trading, 

while the volatility does not seem to be affected by the frequency of trades. 

Thirdly, short selling generally boosts the annualized returns and intensifies the volatility. 

The smart money investors are the only group that appears to be immunized from the 

influence of trading nature as well as frequency. 

Finally, the comparison of annualized returns and Sharpe ratio based on the day of trading 

for the weekly activity reveals that smart money investors are not affected by the day they 

enter or exit the market, while the herd traders are. In fact, Wednesdays are characterized 

by lower volatility levels when compared to other week days and yield higher returns. 

Mondays however are the worst days for feedback traders to act on the stock exchange as 

they are earning much lower returns and endure higher volatility levels. This phenomenon 

could be explained by the fact that the market goes through an adjustment stage in the 

beginning of the week and reaches the “steady state” by the mid-week. 
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Abstract. Laminar mixing in stirred vessels is often inefficient due to the presence of flow 

structures generated during the process. Very long mixing times are then required for achieving a 

specific homogeneity level into the tank. Although the easiest way of removing such structures 

consist of increasing the impeller rotational speed, in many cases the turbulent regime cannot be 

achieved due to excessive media heating by viscous dissipation, torque limitations on the kinematic 

chain, and the costly power consumption. To alleviate these obstacles, alternate configurations 

specifically designed for operation in the laminar regime have been introduced. This paper deals 

with a review of these non-typical alternate configurations based mainly on off-centered impellers, 

multi-shaft equipment and planetary mixers. It will be shown that the performance of these systems 

paves the way to a new technological paradigm in laminar mixing. 

Key words: laminar, chaotic mixing, stirred vessels.
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1. Introduction
Mixing is a key industrial process operation involving physical and/or chemical changes in the 
process media, which finds many applications in dispersions, mass transfer, chemical reactions and 
homogenization, among others. Some processes require mixing operations under laminar regime, 
which is frequently used with viscous fluids, fluids exhibiting complex rheology properties and 
shear-sensitive products. Many examples can be found in the food industry and polymer processing. 
Under such conditions, spurious flow structures such as caverns or islands are generated in the 
process vessel and they can remain for long (or even infinite) mixing times, so that the process 
become costly and inefficient. The presence of caverns, defined as well-mixed regions around the 
impeller was observed by Elson by agitating yield stress fluids (1). Dead flow or quasi-static flow 
regions also occur far from the agitator as a result of the poor momentum transfer due to viscous 
effects. These flow pathologies are produced mainly when agitating under symmetry conditions, i.e. 
with the agitator centered in the vessel. A typical image of such pathologies is show in Figure 1. 

Figure 1: Flow structures generated under symmetric conditions (2).

This figure shows well-mixed regions (pseudo caverns) denoted by two ring vortices formed below 
and above the impeller. Stagnant regions surround the pseudo caverns and dead zones are formed 
far from the impeller in the top of the vessel (2). The formation of the two ring vortices pattern was 
first observed when agitating Newtonian fluids in the laminar regime (3). In a numerical study, the 
existence of such vortices was predicted founding that their size and position depend on the 
Reynolds number (4). Although such flow structures can be easily destroyed by increasing the 
rotational speed, this results in an increase of the power draw and the generation of intense shear 
stresses that can sometimes deteriorate the product quality (mechanical or thermal degradation). To
alleviate these obstacles, alternate configurations specifically designed for operation in the laminar 
regime have been introduced. The objective of the present paper is to give a general overview of 
different mixing scenarios and configurations in stirred vessels based on of off-centered impellers, 
multi-shaft equipment and planetary mixers adapted to the case of inelastic non-Newtonian fluids. It 
will be shown that the performance of these systems paves the way to a new technological paradigm 
in laminar mixing. 
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2. Off-centered impellers
The usual practice with mixers is to design equipment based on symmetric characteristics. On one 
hand, vibrations are easier to control in symmetric mixers especially when agitating in the turbulent 
regime and on the other hand, processes requiring variable speed are also easier to implement. Flow 
structures generated in stirred vessels under symmetric conditions with the impeller operating 
steadily in the laminar regime have been extensively reported. Symmetry induces serious mixing 
malfunctions such as isolated well-mixed regions as well as quasi-static or stagnant flow zones. 
Such flow structures are the result of non-chaotic coherent zones without interaction with the entire 
flow domain. These mixing malfunctions can be avoided by increasing the kinetic forces. The use 
of dynamic perturbations has been proposed (5-7) but they imply the use of sophisticated speed 
control devices and protocols that cannot be readily used in the plant environment. Therefore other 
approaches based on geometrical perturbations by displacing the impellers from the vessel 
centerline seem to be attractive alternatives. To our knowledge, little information about the use of 
off-centered impellers operating in the laminar regime has been published in the open literature.
The formation of flow structures by agitating Newtonian fluids with three coaxial Rushton turbines 
in the laminar regime has been also reported (8, 9). One could expect that the mutual interaction of 
the discharged flows would promote good mixing characteristics. However, flow segregations, i.e. 
pseudo caverns, stagnant regions and isolated islands remain visible after mixing for long periods. 
Figure 2 shows the typical flow structures revealed by laser fluorescence induced in a stirred vessel 
equipped with three Rushton turbines coaxially placed. Islands regions are denoted by the dark 
regions below and above the impellers (9).

Figure 2: Flow structures observed in a stirred vessel with three
coaxial Rushton turbines operating in the laminar regime (10).

Such regions are the result of the structure of the global unstable manifold characterized by 
periodic, symmetric flows that never fill the entire flow domain. These mixing pathologies can be 
easily removed by increasing the rotational speed. Because an increase of speed leads to higher 
shear stresses, such approach can yield poor performance when mixing shear sensitive media. 
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Under laminar flow conditions it has been demonstrated that these mixing inefficiencies can be 
overcome or avoided if the flow is continuously perturbed (11). Lamberto et al. (5) proposed the use 
of variable speed protocols to create chaotic flow required to achieve efficient mixing in the laminar 
regime. Another way of creating chaos in the laminar regime consists of varying the speed and the 
direction of rotation (6, 7).
The idea of using off-centered impellers is based on the seminal work by Aref (12), in which it was 
demonstrated that the formation of coherent regions in the vicinity of eccentric cylinder could be 
prevented by chaotic advection. This finding is depicted in Figure 3, in which a square array of 
tracers is initially stirred. After time t6 the particles are distributed and then they are homogenized 
over a chaotic region. This finding was later confirmed by Aref and  Balachandar (13)  and 
Franjione  et  al. (14) and  applied independently to stirred vessels by Alvarez et al. (9) and Ascanio 
et al. (7), who demonstrated that coherent regions are avoided or readily destroyed if the agitation 
shaft is displaced from the vessel centerline.

Figure 3: Phases in the stirring of initially square array of tracers.

Hidalgo-Millán et al. (15) investigated the effect of the impeller eccentricity on the pumping 
capacity in unbaffled stirred vessels with Newtonian fluids by using the Particle Image Velocimetry 
technique (PIV). Figure 4 shows the flow patterns observed with an impeller placed at two different 
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eccentricity ratios, e: (a) e = 0.36 and; (b) e = 0 (centered). The eccentricity ratio, e, is defined as the 
ratio of radial displacement measured from the vessel centerline to the vessel radius (2). 

(a) (b)
Figure 4: Flow patterns in stirred vessels in the laminar regime:

(a) off-centered, e = 0.36; (b) Centered, e = 0 (2).

An intensive mixing can be observed under off-centered conditions. Regions around the impeller in 
which the fluid reaches speeds of the order of 400 mm/s are obtained under non-symmetric 
conditions, while the centered case is mostly characterized by quasi-stagnant regions and zones 
having a maximum speed of about 250 mm/s. As a result of the intensive stirring with off-centered 
impellers the pumping capacity increases yielding shorter mixing times.
The benefits of off-centered impellers are well recognized in the literature. However, a conservative 
design approach based on centered systems is very often used because they are mechanically more 
stable and vibrations are easier to control. The use of eccentric impellers implies some 
modifications such as the redesign of reactor lids, couplings and supports for motors. Another 
important for considering a mixer system with off-centered impeller is the associated costs. The 
mechanical drive unit of off-centered mixers is the same as that of conventional mixers. However, 
in the case of mechanical drives directly mounted on the vessel direct, a flange is required and the 
thickness of the vessel wall must be increased in order to provide the structural strength and prevent 
vibrations. If an off-centered mixer system is considered, initial cost will rise up slightly about 10-
30% of costs total (mechanical drive and vessel) in comparison with the conventional mixing 
system at the same power consumption. However, both operating and maintenance costs is the same 
as the ones when using conventional mixers.     

3. Multi-shaft equipment
Some industrial processes require simultaneous operations such as dispersion and homogenization, 
which requires a priori very different mixing geometries, in particular in the laminar regime.
Multiple open impellers fitted on the same shaft have been used for improving dispersion features 
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in stirred vessel with the drawback of large power consumption. Close clearance impellers such as 
anchors and helical ribbons are preferred when mixing viscous fluids. The combination of both 
approached into a single multi-shaft equipment offers an attractive alternative in applications where 
the two functions are needed.
Little information has been published in the literature regarding hybrid systems performing more 
than one mixing function. Figure 5 shows the experimental setup proposed by Espinosa-Solares et 
al. (16), who investigated the hydrodynamics of a coaxial mixer consisting of a Rushton turbine and 
helical ribbon impeller. The choice of such impellers was based on the well-known dispersion 
capacity of the Rushton turbine, while the helical ribbon proved to be a good option for bulk 
viscous mixing. 

Figure 5: Independent coaxial mixer (16)

Thibault (17) compared the performance of an anchor-pitched blade turbine with rod wetting 
devices and a Cowles turbine during the make down of clay slurry. He found that a lower specific 
power is required when using the multi-shaft equipment.
Tanguy et al. (18) compared the mixing performance in terms of pumping, dispersion capabilities, 
and power consumption of a new dual impeller mixer composed by a disc turbine and a helical 
ribbon impeller mounted on the same axis but rotating at different speed. When the fluid rheology 
evolves during the process the dual impeller mixer better performs than the standard helical ribbon 
in terms of the top-to-bottom pumping. Figure 6 shows the dispersion patterns obtained by 
computing the trajectories of a series of tracers. As figure 6a shows, the effect of the disc turbine 
placed in the lower side of the tank is quite remarkable, which hampers the agglomeration of 
particles observed with the helical ribbon impeller only (Fig. 6b).
Mozaryn et al. (19) reported multi-shaft system consisting of a propeller and a helical ribbon 
impeller in a draught tube. Espinosa-Solares et al. (16) investigated the flow patterns of two dual 
mixers consisting of independently driven impellers. Rushton turbines or Smith turbines were used 
as high speed impellers, while a helical ribbon was chosen as low speed impeller. For low-viscosity 
fluids, if the helical ribbon is kept static, the vortex length is reduced, the ribbon acting as a baffle. 
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With the hybrid system with both the turbine and the helical ribbon in rotation, the vortex is 
eliminated when the impellers rotated in opposite directions.

(a) (b)
Figure 6: Dispersion pattern: (a) Induced by the dual impeller;

(b) Induced by the helical ribbon only (18).

Foucault et al. (20) investigated the mixing efficiency using mixing times and power consumption 
as criteria to evaluate a coaxial system consisting of wall scraping impellers and dispersing 
impellers (see Figure 7). They found that operation in co-rotating mode was the best choice when 
using Newtonian and non-Newtonian fluids. They also reported an increase of the impeller speed on 
the anchor power consumption regardless the rotating mode. 
Foucault et al. (21) characterized a coaxial mixer consisting of a wall-scraping anchor and different 
dispersion impellers (radial discharge) operating in co- and counter-rotating modes with Newtonian 
and non-Newtonian fluids. They observed that the anchor speed did not increase the power 
consumption of the dispersion turbines in co-rotating mode. However, higher power is required 
when turbines are operated in counter-rotating mode. Figures 8 and 9 show the dispersing turbines 
used by Foucault et al. (21) and a sketch of the rotating modes investigated.

Figure 7: Coaxial mixer with scrapping and dispersing impellers (20).
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Figure 8: Dispersing turbines: (a) Cowles; (b) Deflo;
(c) Sevin; (d) Hybrid turbine; (e) Rushton turbine (21)

(a) (b)

Figure 9: Rotating modes: (a) Counter-rotating; (b) Co-rotating. (21)

Khopkar et al. (22) investigated the emulsification capabilities of a dual shaft mixer comprising a 
Paravisc impeller and an off-centered rotor-stator (see Figure 10). For that purpose different oil to 
water ratios were used. They found the rotor-stator has little influence on the process time and the 
Paravisc has a dominant contribution in the overall energy consumption. Also they noticed that 
droplet size increases when increasing the oil concentration.
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Figure 10: Mixing system with a rotor-stator and the Paravisc impeller.

Recently, a new technology combining a paddle-like impeller (Maxblend) with a double helical 
ribbon impeller, called as Superblend mixer, has been introduced by SHI Mechanical & Equipment 
(23). This system has been used for mixing applications where drastic viscosity changes in the 
medium result in a change of regime from the upper transition regime to deep laminar as in 
polymerization reactions. Rivera et al. (24) performed a numerical study of the Superblend coaxial 
mixer, which consists of a Maxblend impeller and a double helical ribbon agitator mounted on two 
independent coaxial shafts rotating at different speeds (see Figure 11).

Figure 11 : Superblend coaxial mixer.

The numerical study was based on the solution of the classical Navier-Stokes equations with help of 
a parallel three-dimensional finite element solver. The rotation of agitators was modeled by using a 
hybrid approach based on a novel finite element sliding mesh and fictitious domain method. Based 
on the values of pumping and shearing, both the average pumping and shearing numbers were 
higher when operating the mixer in the counter-rotating mode. Figure 12 shows a comparison of the 
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rotating modes of the Superblend in the transition regime, in which a passive scalar was dispersed 
by the flow field into the vessel to determine the mixing time of the simulated scenarios. 

(a)

(b)
Figure 12: Tracer dispersion mechanisms at Re = 520: (a) co-rotating; (b) counter-rotating. (24)

As Figure 12 shows, the tracer disperses faster in the first seconds in the counter-rotating mode; 
however, after 15 s the tracer has been almost dispersed when operating in the co-rotating mode 
resulting in shorter mixing times. With respect to the power consumption, due to the presence of 
high-shear vortices between the coaxial impellers, high energy is required in the counter-rotating 
mode. These results were experimentally confirmed by Farhat et al. (25), who demonstrated also 
that the Superblend exhibit higher performance than other coaxial configurations based on mixing 
efficiency criteria such as mixing time and energy consumption.
Although cylindrical vessels are commonly used for coaxial mixers, other geometries such as 
conical mixers have also used for dispersing purposes. Conical mixers were introduced in the 50´s 
to ensure an adequate axial pumping of viscous suspensions. To our best knowledge, the only 
published investigation dealing with conical mixers is the contribution of Dubois et al. (26), who 
reported physical and numerical experiments with a bench-scale mixer consisting of two counter-
rotating intermeshing helical ribbons in a conical housing.
Multi-shaft equipment is clearly capable of delivering efficient mixing with a high degree of 
homogenization. However, one must take into account that this kind of technology is suitable 
mainly for very viscous and time-dependent rheology fluids. When used at industrial scales, the 
vessel volume is usually limited.
From a manufacturing point of view, coaxial equipment requires sophisticated technologies, not 
only for the mechanical design but also for precision machining, fabrication, assembly and shaft 
alignment. In particular, the use of coaxial impellers implies very advanced mechanical seals with a 
double pipe configuration. Moreover, the mechanical drive is also more complex especially in 
applications requiring a variable speed ratio. As a consequence initial costs drastically rise up about 
1.5 - 2 times of total cost in comparison with conventional technology (the cost of the mechanical 
drive unit itself is 2 to 3 times of conventional one). Because of the difficulties involved during the 
clean-up, disassembling and re-assembling operating and maintenance costs will rise up too. On the 
other hand, in some cases the impellers are driven separately, one from the top and the other from 
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the bottom. Although, the speed ratio is relatively easy to vary, mechanical sealing in the bottom 
could increase the initial and operating costs.

4. Planetary mixers

A planetary mixer is a device used to provide homogeneous and intensive mixing due to the off-
centered movement of the product, which is created by the eccentric position of the mixer arm in 
relation to the vessel centerline. They are designed to provide complete and effective dead spot free 
mixing due to the planetary motion and find applications in the makeup of complex liquid 
formulations, powders and pastes. Figure 13 shows the pathlines patterns observed at different 
times (27).

(a) (b) (c)

Figure 13: Cross-section flow fields observed with planetary mixers:
(a) In the beginning; (b) after one revolution; (c) after several revolutions. (27)

Planetary mixers are not only designed to provide intensive mixing but also for dispersing, 
kneading and deareating products such as adhesives, pastes, coatings, granulations and media of 
moderate to high viscosity. Figure 14 shows an image of a typical industrial double planetary mixer.

Figure 14: Double planetary mixer (28)
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Little information regarding planetary mixing has been found in the literature. Tanguy et al. (29) 
performed a numerical study of viscous materials exhibiting yield stress and non-Newtonian 
properties such as slurries, whose rheology can be described by the Bingham model. Flow 
structures and power number as a function of the Bingham number allowed the Metzner-Otto 
shearing constant, Ks, to be obtained leading to a generalized power curve. Such results were later 
confirmed (30, 31) with double planetary mixer. Figure 15 shows an example of the typical 
dispersion observed with a planetary mixer.

Figure 15: Typical dispersion observed with a planetary mixer:
(a) radial; axial near the free surface; (c) axial at the bottom (30).

Clifford et al. (32) carried out a numerical and experimental study of a simple planetary mixer at 
very low Reynolds numbers. They found that numerical simulations in the Stokes flow regime may 
be used as parameter to selecting good mixing protocols at low Re. Delaplace et al. (33) performed 
a dimensional analysis for a planetary mixer equipped with a vertically and centrally mounted 
impeller in the tank with Newtonian and non-Newtonian fluids with the aim of clarifying the 
definition of the characteristic speed of the mixer. Connelly and Valenti-Jordan (34) performed a 
numerical study of a planetary pin mixer with viscous Newtonian fluids. They observed that 
planetary pin mixer did not experience as much axial mixing as cross-sectional mixing over the 
same time span; however, the mixing efficiency is highly dependent on the spin position.
Because planetary mixing promotes the motion of fluids in the radial direction while it is pumped 
from the bottom to the top, it is commonly used from laboratory scale to industrial level but limited 
for very viscous fluids and solid-like medium such as pastes and concentrated slurries. Its use for 
low-viscosity fluids can result in long mixing times and energy consumption. It is important to point 
out that planetary mixers are mostly used at atmospheric pressure or under slight vacuum, for 
instance in the food industries. At atmospheric pressure, as no mechanical sealing is required, the 
cost of the special gearbox and impellers are the main issue to be considered as initial investments. 

5. Conclusion

Table 1 summarizes the main features of the non-typical mixer configurations that have been 
reviewed, which can help to select a mixing system. Although dynamic perturbations appear to be 
an efficient alternative for improving mixing in terms of mixing times and the energy required to 
achieve the desired level of energy, they are hard to implement in industrial mixers, therefore other 
approaches based on other geometries should be taken into account. 
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Mixer configuration Viscosity level Phases Typical applications

Off-centered 
impellers

Low to medium Liquid-liquid • Liquid blending

Multi-shaft impeller Medium to high Liquid-liquid

Liquid-solid

• Suspension
• Dispersion
• Emulsion

Planetary mixer Very high Liquid-solid • Pastes
• Concentrated 

suspensions
Table 1: Main features of mixing configurations

From an industrial standpoint, mixing is a very complex unit operation in which many factors are 
involved. The fluid rheology and the type of applications are indeed the most important factors to 
consider when selecting a mixing system. From an economic standpoint, the costs associated with 
unconventional geometries tend to increase with respect to the conventional mixing system at the 
power consumption. However, the use of such geometries can result in a higher performance 
mixing system especially in the laminar regime providing better quality products.  

Nowadays, most of the technical and scientific information reported in the literature deals with the 
hydrodynamics in stirred vessel focusing mainly to measure mixing times and power consumption 
as mixing efficiency criteria for selecting a system. Although, some works with non-Newtonian 
fluids have been reported, there is still a significant knowledge gap with fluids exhibiting complex 
properties and time-dependent rheology. It is clear that more research is needed looking to 
understand the role of the material properties of the products to be mixed on the process efficiency.
Laminar mixing is still an open field where a new technological paradigm is needed to ensure 
operating efficiency, consistency and performance.
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Abstract. We propose a new numerical method for solving advection-diffusion equations with
uncertainty. The stochastic effects are introduced either in the velocity field or in the initial data
resulting into a class of stochastic partial differential equations. Chaos polynomials are used to
represent the stochastic processes in the considered model. This procedure, known also by spectral
decomposition, results into a system of deterministic advection-diffusion equations. For each chaos
coefficient, the method of characteristics is used to integrate in time its associated advection-
diffusion equation. Central finite differencing is implemented for the space discretization. The
proposed method is verified for an advection-diffusion equation with known analytical solution.
We also apply the method for simulation of the one-dimensional viscous Burgers equation. In both
examples, the method demonstrates its ability to better maintain the shape of the solution in the
presence of uncertainty and shocks.

Key words: Stochastic advection-diffusion equations, chaos polynomials, method of characteris-
tics, stochastic simulation.

1. Introduction
In many practical problems from engineering and mathematical sciences, the involved coefficients
are not precisely defined in a deterministic way. For instance, in advection-diffusion models for
ground water flows where exact knowledge of the permeability of the soil, magnitude of source
terms, inflow or outflow conditions are usually not known. The presence of uncertainties in these
problems can be conveniently described by random fields, whose statistics are mainly inferred from
experiments, compare for example [3]. This requires to include, in the partial differential equations
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modeling the problem under consideration, a rational assessment of uncertainty. Consequently,
this leads to the notion of stochastic partial differential equations. Recently, stochastic partial
differential equations have also been used in the literature to model fluid flows [2, 7, 15], heat
transfer [13], reaction-diffusion problems [12] among others.

In recent years there is a growing interests in developing efficient and accurate numerical
solvers for partial differential equations with uncertainty. For the quantification of uncertainty
these solvers used probabilistic modelling using either a statistical approach or a non-statistical
approach. The statistical approach such as Monte Carlo simulation performs repetitive tests over
a sufficiently large body of sampling, see [10]. However, this approach is the method of last re-
sort since the attendant computational cost can be prohibitive for problems modelled using a large
number of degrees of freedom. On the other hand, the non-statistical approach such as polynomial
chaos representation is based upon an analytical treatment of the uncertainty. This later approach
is considered in our study. It should be stressed that polynomial chaos representation has been
extensively used for efficient uncertainty quantification in engineering problems of solid and fluid
mechanics for example, in turbulent flows [2], flow in porous media [7], combustion [15], thermal
flows [13], and elastic structures [14]. In the framework of finite element methods, the authors in
[5] proposed a class of spectral approximations for the stochastic convection-diffusion problems.

Our objective in this work is to develop an efficient numerical method for solving stochastic
advection-diffusion equations. The uncertainty in these equations may be included in the velocity
field or diffusion coefficient or initial conditions. The key idea in our approach is to combine the
polynomial chaos expansion with a method of characteristics. Using the polynomial chaos repre-
sentation to treat the randomness in the equations, the method transforms the stochastic advection-
diffusion problem into a system of deterministic advection-diffusion equations to be solved for
each chaos coefficient in the solution expansion. Discretizations in time and space of the resulted
deterministic system can be implemented in a standard manner. In the current study, we formulate
a method of characteristics for the time integration along with finite difference method for the spa-
tial discretization. The characteristic method treats the advection by using a Lagrangian tracking
algorithm along the characteristic curves while keeping the convenience of a fixed computational
mesh. The numerical information from the previous time level is projected from the background
Eulerian mesh into the Lagrangian mesh and the required quantities in the present time level are
calculated by interpolation. The significant advantage of this method is that, due to the Lagrangian
treatment of advection, the CFL restriction is relaxed and the time truncation errors are reduced
in the Eulerian methods. Indeed, the characteristic methods perform the temporal discretization
on the total derivative by tracking fictitious fluid particles during each time step for each chaos
coefficient.

Numerical results are presented for a linear advection-diffusion problem and a nonlinear Burg-
ers equation in one space dimension. In the first case, analytical solution is available and thus it can
be used for verification of convergence rates and accuracy of the proposed approach. In the other
case, comparison to deterministic solutions is shown to illustrate uncertainty effects. Our method
highly approximates numerical solution to these linear and nonlinear problems. The obtained re-
sults demonstrate good shock resolution without any nonphysical oscillations near the shock areas
or extensive numerical dissipation and without relying on statistical methods.
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This paper is organized as follows. We first give a brief description of the stochastic advection-
diffusion equations considered. In section 3., we then formulate the spectral stochastic method
of characteristics. This section includes the reconstruction of chaos polynomials in the spectral
decomposition stage and the method of characteristics for time steeping stage. Numerical results
and examples are presented in section 4.. Conclusions are summarized in section 5..

2. Stochastic Advection-Diffusion Equations
Let (Ω, Θ, µ) denotes a probability space with Ω is the set of all possible events, Θ is a σ-algebra on
Ω, and µ is a probability measure in (Ω, Θ). We also use the symbol ω to indicate the dependence
of a quantity on the random dimension of the problem, and ξi(ω) are orthogonal random variables.
As shown in [1], a solution process can be expressed in terms of polynomial functions of ξi as

u = a0Γ0 +
∞∑

i1=0

ai1Γ1(ξi1) +
∞∑

i1=1

∞∑
i2=1

ai1ai2Γ2(ξi1 , ξi2) + . . . , (2.1)

where Γn(ξi1 , . . . , ξin) denote the chaos polynomials of order n in variables (ξi1 , . . . , ξin), see [22]
among others. These polynomials are usually generalized multi-dimensional Hermite polynomials
of independent variables that are measurable functions with respect to the Wiener measure. In
particular, when independent variables are identified as the Gaussian vector ξ = (ξi1 , . . . , ξin), one
recovers the familiar expression of the expectation as

〈f〉 =
1

(2π)
n
2

∫ ∞

−∞
f(ξ)e−

|ξ|2
2 dξ, (2.2)

where |ξ| =
∑n

i=1 ξ2
i . For simplicity in presentation, it is also convenient to introduce a one-to-one

mapping between the set of indices appearing in (2.1) and the set of ordered indices, and rewrite
the sum (2.1) in single-index form as

u =
∞∑
i=0

uiψi, (2.3)

where ψi denotes the polynomial chaos in single-index notation. The set {ψi}∞i=1 forms a complete
basis in the space of second-order random variables, see for instance [1]. These polynomials are
orthogonal in the sense that

〈ψiψj〉 = 0, ∀ i �= j. (2.4)

In this paper, we restrict our study to the one-dimensional stochastic advection-diffusion equation

∂u

∂t
+ v(t, x, ω)

∂u

∂x
− ν

∂2u

∂x2
= 0, in (0, T ] ×D × Ω, (2.5)

where D ⊂ R is a bounded spatial domain and (0, T ] is the time interval. Here, u(t, x, ω) is the
required solution, v(t, x, ω) is the velocity field and ν is the diffusion coefficient. The equation
(2.5) is equipped with the initial condition

u(0, x, ω) = u0(x, ω), in D × Ω, (2.6)
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with u0(x, ω) is a given initial data. Moreover, in order to formulate a well-posed mathematical
problem, boundary conditions are required for the equation (2.5). These conditions are problem
dependent and their discussion is postponed for section 4. where numerical examples are discussed.
Note that, the stochastic functions v(t, x, ω), ν(ω) and u0(x, ω) can be independent white Gaussian
noises with bounded and continuous expectations or simply,

v(t, x, ω) = v̄(t, x) + v′(t, x)ξ, (2.7)

with a similar formula for ν(ω) and u0(x, ω). In (2.7), ξ is a Gaussian variable with unit variance,
v̄(t, x) and v′(t, x) represent the mean and standard deviation of the velocity field, respectively.
It should be stressed that the velocity v can be the solution itself such as the case of the Burgers
equation.

3. Spectral Stochastic Method of Characteristics
A solution procedure for the advection-diffusion equations (2.5)-(2.6) requires discretization of
random, space and time variables. In the current work, we discretize the random variable using
the polynomial chaos expansion, the spatial discretization is carried out using a second-order finite
difference method, and the time integration is performed using a TVD Runge-Kutta scheme along
the characteristic curves. In what follows, we discuss each discretization stage separately.

3.1. Spectral Decomposition
For computational purposes, the representation (2.2) is truncated by retaining polynomials of order
≤ p, with p is a prescribed value as

u(t, x, ω) =
P∑

i=0

ui(t, x)ψi(ξ), (3.1)

with P + 1 is the total number of polynomial chaos of order ≤ p. For a space with n stochastic
dimensions,

P + 1 =
(p + n)!

p!n!
.

Due to the orthogonality property (2.4), the coefficients of the polynomial chaos expansion ui

satisfy

ui =
〈uψi〉
〈ψ2

i 〉
, i = 0, 1, . . . , P. (3.2)

It is clear that, the accuracy of the polynomial chaos expansion depends on the number P such
that high accuracy is obtained for large values of P . However, large values of P can lead to high
computational cost and may limit the efficiency of the overall procedure. For one-dimensional
problems (i.e. n = 1), the expectation with respect to the Gaussian measure (2.2) reduces to

〈f〉 =
1√
2π

∫ ∞

−∞
f(ξ)e−

ξ2

2 dξ, (3.3)
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Table 1: The first five polynomial chaoses and their corresponding variances.
Order i Polynomial ψi(ξ) Variance 〈ψ2

i 〉
i = 0 ψ0(ξ) = 1 〈ψ2

0〉 = 1

i = 1 ψ1(ξ) = ξ 〈ψ2
1〉 = 1

i = 2 ψ2(ξ) = ξ2 − 1 〈ψ2
2〉 = 2

i = 3 ψ3(ξ) = ξ3 − 3ξ 〈ψ2
3〉 = 6

i = 4 ψ4(ξ) = ξ4 − 6ξ2 + 3 〈ψ2
4〉 = 24

and the five polynomials ψi and their corresponding variance are listed in Table 1. Other higher-
order chaos polynomials can be derived in a similar manner using a recurrence formula.

Hence, by representing the solution u(t, x, ω), the velocity field v(t,x, ω), the diffusion coeffi-
cient ν(ω) and the initial data u0(x, ω) as

u(t, x, ω) =
P∑

i=0

ui(t, x)ψi(ξ), v(t, x, ω) =
P∑

i=0

vi(t, x)ψi(ξ),

ν(ω) =
P∑

i=0

νiψi(ξ), u0(x, ω) =
P∑

i=0

u0
i (x)ψi(ξ),

the advection-diffusion problem (2.5) transforms to

P∑
i=0

∂ui

∂t
ψi +

P∑
i=0

P∑
j=0

vj(t, x)ψj
∂ui

∂x
ψi −

P∑
i=0

P∑
j=0

νjψj
∂2ui

∂x2
ψi = 0, (3.4)

subject to the initial condition

P∑
i=0

ui(0, x)ψi =
P∑

i=0

u0
i (x)ψi. (3.5)

Multiplying the equations (3.4) and (3.5) by ψk, taking their expectation and using the orthogonal-
ity relation (2.4), the problem statement becomes:

For each k = 0, 1, . . . , P solve the following system of advection-diffusion equations

∂uk

∂t
+

P∑
i=0

P∑
j=0

〈ψkψjψi〉
〈ψ2

k〉
vj(t, x)

∂ui

∂x
−

P∑
i=0

P∑
j=0

〈ψkψjψi〉
〈ψ2

k〉
νj

∂2ui

∂x2
= 0,

(3.6)
uk(0, x) = u0

k(x).
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Once the chaos coefficients uk(t, x) are obtained from the equations (3.6), the solution u of the
original advection-diffusion problem (2.5) is recovered by

u(t, x, ω) =
P∑

i=0

ui(t, x)ψi(ξ). (3.7)

The main advantage of the polynomial chaos expansion is the fact that the stochastic advection-
diffusion problem (2.5) is replaced by a finite sequence of deterministic system of coupled advection-
diffusion equations. From a computational view point, the chaos coefficients vi(t, x), νi, u0

i (x),
and the expectations appeared in (3.6) can be computed in advance and stored to be used in the
deterministic solver.

3.2. Method of Characteristics
The first equation in the polynomial chaos expansion (3.6) can be rewritten in an advective form
as

∂uk

∂t
+ Vk(t, x)

∂uk

∂x
=

P∑
i=0

Dik
∂2ui

∂x2
−

P∑
i=0

Cik(t, x)
∂ui

∂x
, in (0, T ] ×D, (3.8)

where

Vk(t, x) =
P∑

j=0

〈ψkψjψk〉
〈ψ2

k〉
vj(t, x), Cik(t, x) =

P∑
j=0
j �=k

〈ψkψjψi〉
〈ψ2

k〉
vj(t, x),

Dik =
P∑

j=0

〈ψkψjψi〉
〈ψ2

k〉
νj. (3.9)

The method we consider in this paper consists of two fractional steps. The first step is the La-
grangian interpretation for the advection part in (3.8) by the method of characteristics, while the
second step uses the Eulerian coordinates for discretization of the diffusion part in (3.8). We first
consider the homogeneous advective part of the problem (3.8)

Duk

Dt
:=

∂uk

∂t
+ Vk(t, x)

∂uk

∂x
= 0. (3.10)

Recall that Du
Dt

measures the rate of change of a function u following the trajectories of the flow
particles. The fundamental idea of the method of characteristics is to impose a regular grid at the
new time level and to backtrack the flow trajectories to the previous time level. At the old time
level, the quantities that are needed are evaluated by interpolation from their known values on a
regular grid.

Let the time interval [0, T ] be divided into N subintervals [tn, tn+1] of length ∆t such that
tn = n∆t and T = N∆t. Following [16, 4], the characteristic curves of the equation (3.10) are
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solutions of the initial-value problem

dXk(τ ; tn+1, x)

dτ
= Vk (Xk(τ ; tn+1, x)) , τ ∈ [tn, tn+1] ,

(3.11)
Xk(tn+1; tn+1, x) = x .

Notice that Xk(τ ; tn+1, x) is the departure point at time τ of a particle that will arrive at point x
in time tn+1. The method of characteristics does not follow the flow particles forward in time, as
the Lagrangian schemes do, instead it traces backwards the position at time tn of particles that will
reach the points of a fixed mesh at time tn+1. By doing so, the method avoids the grid distortion
difficulties that the conventional Lagrangian schemes have.

The solutions of (3.11) can be expressed as

Xk(tn; tn+1, x) = x −
∫ tn+1

tn

Vk (Xk(τ ; tn+1, x)) dτ, k = 0, 1, . . . , P. (3.12)

For a velocity field given explicitly independent of the solution uk the integral in (3.12) can be
determined analytically. In other cases, this integral can be calculated using a fourth-order explicit
Runge-Kutta scheme which is accurate enough to maintain a particle on its curved trajectory.

Once the characteristics curves Xk(tn; tn+1, x) are known, the method of characteristics advects
the solution of (3.10) at instant tn+1 as

ûk(tn+1, x) := uk (tn, Xk(tn; tn+1, x)) . (3.13)

In general, the departure points Xk(tn; tn+1, x) do not coincide with the spatial position of a grid-
point. A requirement is then that the scheme to compute Xk(tn; tn+1, x) be provided with a search-
locate algorithm to find the host element where such point is located. For structured grids this step
can be as simple as index checking or ad hoc searching. Assuming a suitable approximation is
made for Xk(tn; tn+1, x), the solution ûk(tn+1, x) in (3.13) should be obtained by interpolation
from known values at the gridpoints in the host cell of the departure points. The interpolation
procedure we used in this paper is the cubic spline interpolation most commonly used in practice.
Other interpolation procedures can also applied.

To differentiate in the characteristic direction s = s(x) associated with the total derivative D
Dt

,
we first define

γ(x) =
√

1 + V 2
k .

Then,
∂uk

∂s
=

1

γ(x)

Duk

Dt
,

and the equation in (3.8) is transformed to

γ(x)
∂uk

∂s
=

P∑
i=0

Cik
∂ui

∂x
−

P∑
i=0

Dik
∂2ui

∂x2
. (3.14)
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Based on the approach presented in [4], the characteristic derivative is approximated by

γ(x)
∂uk

∂s
≈ γ(x)

uk(tn+1, x) − uk(tn, x)√
(x − Xk)

2 + (∆t)2

,

=
uk(tn+1, x) − uk(tn, x)

∆t
,

≈ ∂uk

∂t
.

Note that the main convective term in (3.8), which causes many difficulties in most of Eulerian-
based discretizations, has been moved from the left-hand side in (3.14) using the Lagrangian step
in our formulation.

3.3. Solution of the Diffusion Stage
In the current work, we formulate a second-order finite difference method for the spatial dis-
cretization. Thus, the spatial domain D is discretized in cells [xj, xj+1] with uniform dimensions
∆x = xj+1−xj . We use the notations uk,j = uk(t, xj) and un

k,j = uk(tn, xj), and we discretize the
diffusion operator in (2.5) using the central difference formula. Hence, we obtain the semi-discrete
problem

duk,j

dt
=

P∑
i=0

Dik
ui,j+1 − 2ui,j + ui,j−1

(∆x)2
−

P∑
i=0

Cik

ui,j+ 1
2
− ui,j− 1

2

∆x
. (3.15)

A second-order upwind scheme is used for the reconstruction of numerical fluxes in (3.15)

uk,j+ 1
2

=
uR

k,j+ 1
2

+ uL
k,j+ 1

2

2
, uk,j− 1

2
=

uR
k,j− 1

2

+ uL
k,j− 1

2

2
, (3.16)

where the left and right numerical fluxes are reconstructed as

uL
k,j+ 1

2
= uk,j + Φ (rk,j)

uk,j+1 − uk,j

2
,

uL
k,j− 1

2
= uk,j−1 + Φ (rk,j−1)

uk,j − uk,j−1

2
,

uR
k,j+ 1

2
= uk,j+1 − Φ (rk,j+1)

uk,j+2 − uk,j+1

2
,

uR
k,j− 1

2
= uk,j − Φ (rk,j)

uk,j+1 − uk,j

2
,

with the slope rk,j is given by

rk,j =
uk,j − uk,j−1

uk,j+1 − uk,j

,

and Φ is the Van-Leer slope limiter function [11]

Φ(r) =
|r| + r

1 + |r| .

Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

8



115Frontiers in Science and Engineering
An International Journal Edited by Hassan II Academy of Science and Technology

M. El-Amrani et al. A new stochastic approach for advection-diffusion problems

The solution procedure for equations (3.6) is complete when a time integration of semi-discrete
equations (3.15) is selected. This stage can be handled by any implicit ordinary differential equa-
tions (ODE) solver, since they are computationally without risk by virtue of their accuracy and
linear unconditionally stability. This allows for larger time steps in the integration process. How-
ever, due to the large set of linear system of algebraic equations at each time step, these methods
may be computationally inefficient. As an alternative, we use an explicit Runge-Kutta method
studied in [19]. Let us rewrite the equations (3.15) in a compact ODE form as

duk,j

dt
= F (uk,j) , t ∈ (0, T ),

(3.17)
uk,j(0) = u0

k,j,

The procedure to advance the solution from the time tn to the next time tn+1 can be carried out as

U
(1)
k,j = un

k,j + ∆tF (un
k,j),

U
(2)
k,j =

3

4
un

k,j +
1

4
U

(1)
k,j +

1

4
∆tF (U

(1)
k,j ), (3.18)

un+1
k,j =

1

3
un

k,j +
2

3
U

(2)
k,j +

2

3
∆tF (U

(2)
k,j ).

This class of explicit time integration schemes has become popular in computational fluid dy-
namics, see for example [8]. The main feature of this method lies on the fact that (3.18) is a
convex combination of first-order Euler steps which exhibit strong stability properties. Therefore,
the scheme (3.18) is TVD, third-order accurate in time, and stable under the usual deterministic
hyperbolic and parabolic CFL conditions

max
i,k

max
x

{Cik(tn, x)} ∆t

∆x
≤ 1, (3.19)

and
max

i,k
Dik

∆t

(∆x)2
≤ 1

4
, (3.20)

respectively.

4. Numerical Examples
We examine the performance of the proposed method for a class of stochastic advection-diffusion
problems in one space dimension. For each test example we perform 100, 000 realizations and
statistical moments such as mean and standard deviation are computed. In all our simulations we
have used variable time steps ∆t adjusted at each step according to the CFL conditions (3.19) and
(3.20).
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Table 2: Spatial error-norms for the pure advection problem using two values of σ.

σ = 0.01 σ = 0.5

M L∞-error L1-error L2-error L∞-error L1-error L2-error

21 0.643E-01 0.818E-01 0.613E-01 0.323E-01 0.314E-01 0.246E-01

41 0.233E-01 0.206E-01 0.158E-01 0.141E-01 0.797E-02 0.705E-02

81 0.815E-02 0.461E-02 0.389E-02 0.116E-01 0.360E-02 0.395E-02

161 0.240E-02 0.832E-03 0.847E-03 0.404E-02 0.200E-02 0.185E-02

321 0.681E-03 0.303E-03 0.257E-03 0.506E-02 0.170E-02 0.155E-02

4.1. Pure Advection Problem
We solve the stochastic advection-diffusion equation (2.5) with ν = 0 and

v(t, x, ω) = v + σξ, (4.1)

where v = 1 is the mean velocity and σ is a parameter to control the amplitude of the stochastic
perturbation. Periodic boundary conditions are used and the initial condition is set to

u(t, x, ω) = sin
(
(x + 1) π

)
. (4.2)

It is easy to verify that

u(t, x) = sin
(
(x + 1 − vt) π

)
e−

π2σ2t2

2 , (4.3)

is the expected analytical solution for the pure advection problem (2.5)-(4.1). The exact solution
(4.3) is used to evaluate the expected error function at time tn as

en
i = 〈un

i 〉 − u(tn, xi), (4.4)

where u(tn, xi) and 〈un
i 〉 are respectively, the exact and expectation of numerical solutions at grid-

point xi and time tn. The following discrete error-norms are defined

‖e‖L∞ = max
1≤i≤M

|en
i |, ‖e‖L1 = ∆x

M∑
i=1

|en
i |, ‖e‖L2 =

(
∆x

M∑
i=1

|en
i |2

) 1
2

,

with M is the total number of gridpoints. In this example, the total number of chaos polynomials
is P = 5, the spatial domain D = [−1, 1] and the time period T = 1.

In Table 2 we display the error-norms for two values of σ using different numbers of gridpoints
M . Observe that larger stochastic perturbations are expected for larger values of σ. It is clear that
increasing the number of gridpoinds in the space domain results in a decrease of all error-norms for
both values of σ. A slower decrease in these error-norms has been detected in the case of σ = 0.5
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Figure 1: Expectation (left) and standrad deviation (right) for numerical solutions of the pure
advection problem at different values of σ.

than those obtained using σ = 0.01. It is worth remarking that for large values of σ, higher order
chaos polynomials have to be used in order to model uncertainties.

In Figure 1 we show the expectation and the standrad deviation of numerical solutions obtained
using different values of σ at time t = 1 and M = 100. As can be seen from this figure, smaller
standard deviations are obtained for smaller values of stochastic magnitudes σ. Our method ac-
curately resolves this pure advection problem without exhibiting non-physical oscillations. It is
evident that as t → ∞ the expected exact solution tends to zero. This behavior has also been
detected for the numerical expected solution and the larger σ, the faster 〈un

i 〉 goes to zero.

4.2. Advection-Diffusion Problem
This example considers the stochastic advection-diffusion problem (2.5) in the space domain D =
[0, 2] and subject to the following deterministic initial condition

u0(t, x) =





1, if x ∈ [a, b],

0, otherwise

(4.5)

and homogeneous Dirichlet boundary conditions

u(t, x = 0, ω) = u(t, x = 2, ω) = 0. (4.6)

Here, the velocity field and the viscosity coefficient are stochastic given by

ν(t, x, ω) = ν + σ1ξ, v(t, x, ω) = v + σ2ξ, (4.7)
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Figure 2: Expectation (left) and variance (right) for numerical solutions of the advection-diffusion
problem at t = 0.8 and different values of σ2 using ν = 10−3.

where ν is the viscosity coefficient and v = 1 is the mean velocity field. The parameters σ1 and σ2

are used to control the amplitude of the stochastic perturbations. The analytical expected solution
of this problem is given by

u(t, x) =
1

2

(
erf

(
x − vt − a√

4νt

)
− erf

(
x − vt − b√

4νt

))
, (4.8)

with erf(x) denotes the error function defined as

erf(x) =
1√
π

∫ x

0

e−s2

ds.

In this example we set σ1 = 0, a = 0.2, b = 0.7, and the mean diffusion coefficients ν = 10−3

and ν = 10−2 are used in our simulations. The spatial domain is discretized in 100 gridpoints
and numerical results are displayed at time t = 0.8. Figure 2 shows the numerical expectation
and the variance obtained using ν = 10−3 and different values of σ2. The results obtained using
ν = 10−2 are presented in Figure 3. Along these figures we have included the initial condition and
the expected analytical solutions.

For small values of σ2, the exact and numerical expected solutions are in good agreement.
Increasing the value of σ2, the numerical expected solutions deviate from the exact expected so-
lution. The uncertainty in this advection-diffusion problem seems to play an extra diffusion role
in the system. However, in contrast to the physical diffusion which has a smoothing effects, the
stochastic inputs do not illustrate these features, compare the results for variances obtained using
ν = 10−3 and ν = 10−2 in Figure 2 and Figure 3. The proposed method performs well for this
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Figure 3: Expectation (left) and variance (right) for numerical solutions of the advection-diffusion
problem at t = 0.8 and different values of σ2 using ν = 10−2.

unsteady advection-diffusion example and reproduces accurate solutions without requiring special
treatment of the source terms or complicated representation of the uncertainty.

4.3. Viscous Burgers Problem
Our final test example consists on solving the following viscous Burgers problem with a random
force term

∂u

∂t
+ u(t, x, ω)

∂u

∂x
− ν

∂2u

∂x2
= f(ω), in (0, T ] ×D × Ω, (4.9)

where D = [0, 1] and the force term f is defined as

f(ω) = σξ, with σ =
1

2
cos (4πx) . (4.10)

Periodic boundary conditions are imposed and the initial condition is given by

u(0, x) =
1

2

(
ecos(2πx) − 1.5

)
sin

(
2π(x + 0.37)

)
.

A similar problem has been studied in [9] using Eulerian-based techniques. In Figure 4 we present
the numerical results at time t = 0.8 using a mesh of 80 gridpoints and chaos polynomials with
different degrees. The influence of the truncation degree P on the numerical solutions can clearly
be seen from these results. For instance, results obtained using P = 8 show large deviation from
those obtained using P = 2. A smaller deviation is observed between results obtained using P = 8
and P = 4. For the stochastic force considered, no difference has been detected between numerical
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Figure 4: Expectation (left) and variance (right) for numerical solutions of the viscous Burgers
problem at t = 0.8 using chaos polynomials with different degrees.

results obtained using P = 8 and chaos polynomials with degree higher than 8. However, for large
values of the amplitude of random forcing σ, higher order chaos polynomials have to be used in
order to accurately model uncertainties.

Next, we compare the numerical solution obtained for the stochastic viscous Burgers equation
(4.9) and its deterministic counterpart (i.e. σ = 0). The obtained results are displayed in Figure 5 at
t = 0.8. It is evident that the stochastic solution exhibits different behavior than that illustrated for
the deterministic solution. For example, the shock is better captured in the deterministic solution
than its stochastic counterpart, and diffusion is more pronounced in the stochastic solution than the
deterministic one. Our method accurately resolves this nonlinear stochastic Burgers problem.

5. Conclusions
We have developed a new numerical method based on combining the polynomial chaos expansion
with the method of characteristics for solution of stochastic advection-diffusion equations. This
method exploits the interesting features offered by both techniques to construct an efficient algo-
rithm for numerical treatment of stochastic advection-diffusion problems. The important advantage
of the new method is that it transforms the stochastic advection-diffusion equation to a sequence
of deterministic system of advection-diffusion equations which can numerically be solved using
method of characteristics without relying on Monte Carlo approach. In addition, the convective
term that has to be treated carefully in most of Eulerian-based methods has been moved from the
new method by using the method of characteristics to interpret the transport nature of the equation.
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Figure 5: Comparison between the deterministic and stochastic solutions for the viscous Burgers
problem at t = 0.8.

Several numerical examples with uncertainty in advection field or diffusion rate were con-
sidered to test the accuracy of the method. Statistical moments of the computed solutions are
illustrated for the considered test examples. The obtained results show high accuracy, good shock
resolution and less numerical dissipation. The efficiency of the method comes from the fast con-
vergence of the polynomial chaos expansion. In all examples presented, we have found that a
few terms in the chaos expansion are enough to ensure an accurate representation. Finally, we
should point out that the implementation of our method has been restricted to stochastic advection-
diffusion problems involving the Gaussian distribution as representation of randomness. For this
class of problems, the Hermite polynomials are suitable for its chaos expansion. However, in more
general applications involving different random distributions, other polynomial chaos representa-
tions have to be used. Extension of our method for multi-dimensional problems using generalized
chaos expansions is currently underway.
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